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Intro

● AI is an experimental science

● Search & test many models: “hyperparameters”

● Better tools can streamline this process

● Leads to discovering and organizing better models

● Jeff Dean: tools for “ML 2.0” or “AutoML”



Typical ML workflow today

Models Compute

● Workflow
● Visualization
● Iterate
● Bookkeeping?



Typical ML workflow today

Models Compute

HYPR.AI

● Workflow
● Visualization
● Iterate
● Bookkeeping?



HYPR.AI provides

Website UI: construct or upload keras models

Database for storing models and results

Task queue for training many models

Compute back-ends for AWS & Paperspace
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After 100 iterations of my random search alg: 



Advantages of using HYPR.AI

● Bookkeeping datasets/models/weights in the cloud

● RESTful API allows back-end independence

● Modular models facilitate transfer learning

● Hyperparameter optimization: currently random search or 

scan. Possible future plugins: e.g. Bayesian (SigOpt), Hyperopt

● Try out the running example: http://hypr.umx.io

http://hypr.umx.io
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Transfer learning

Train a model on one dataset, and then more on another.

M M’ M’’

D1 (large, general) D2 (smaller, specific)

train train



Website UI



Data and models

● As proofs of concept, using standard image 

classification datasets: CIFAR-10, MNIST

● Successful models use several layers of CNNs + pooling, 

e.g. LeNet

● With this platform, easily upload and test many architectures



Goals

● Demonstrate a successful 

hyperparameter scan

● Use our system to discover a 

performant model
● Future upgrades could add better 

optimization (e.g. SigOpt / Hyperopt / 

custom RL?)








