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I’m not an expert
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• I’m just starting to learn this stuff too. I’m an enabler.

• I guess I’ve drank the coolaid, or I am interested enough to 
evangelize some because I think we, physics experimentalists, 
should think more about what is happening in ML right now.

• I am also skeptical about how quickly physicsts will adapt to 
new techniques, as we are careful and good at reconstruction/
analysis. But the gains could be important.

• In addition to Amir Farbin, I’ve learned a lot from David 
Rousseau and Michael Kagan, who run the new ML group in 
ATLAS.  We had a workshop last March that brought a lot of 
this to my attention:
https://indico.cern.ch/event/483999/

https://indico.cern.ch/event/483999/
https://indico.cern.ch/event/483999/
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Computing setup
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• We are following the tutorial here:
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/
SoftwareTutorialDeepLearning

• Got to the Setup on lxplus section and add to the PATH and 
source activate to setup my (Ryan’s) installation on afs.

• You can follow the Installation instructions to install the full 
environment on your own machines on your own time.

• Try running the test out of the box:
python -m EventClassificationDNN.Experiment --cpu

• Assuming that is ok for you, let’s pause the walkthrough on 
the twiki to finish the introduction to DL in these slides.
Then back to the TWiki.

https://twiki.cern.ch/twiki/bin/view/AtlasComputing/SoftwareTutorialDeepLearning
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/SoftwareTutorialDeepLearning
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/SoftwareTutorialDeepLearning
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/SoftwareTutorialDeepLearning
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Neural Nets
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• input varaiables, xi

• weights, wij

• activation function 
(sigmoid, tanh, ...), uj

• output variables, yj

• a learning rule to update 
the weights.

• a learning step is called an 
“epoch.”

• Optimizing the weights is 
called “training.”

4.3 tau identification 71

8 Identification with boosted decision trees

TMVA [32] version 4.0.4 (available as part of ROOT version 5.26) was used to train boosted decision
trees (BDTs), described in detail below.

8.1 Introduction

Like a simple cut-based technique, a (univariate) decision tree makes a series of orthogonal cuts on a
set of identification variables. A decision tree, though, is inherently a much more powerful technique,
especially in a highly multivariate situation, since it does not immediately discard objects failing a cut but
determines cuts on other variables to save signal which failed a cut in error. Another important di�erence
is that a decision tree is not attempting to yield a certain level of signal e�ciency, but rather produces a
continiuous score between 0 and 1 which a user may cut on to yield the desired signal (or background)
e�ciency.

Decision trees apply cuts on multiple variables in a recursive manner to classify objects as signal
or background. As with any supervised machine learning algorithm, decision trees are first constructed
or “trained” using a sample of known composition. An algorithm then attempts to optimally split the
sample into two classes: signal and background. The algorithm begins with the entire training sample at
the root node. Then, the optimal cut which separates signal from background is determined separately for
each variable. The best of these optimal cuts is chosen and two child nodes are constructed. All objects
which fall below the cut are passed to the left node and all objects which fall above the cut are passed to
the right node. This cut improves the signal purity in one of the child nodes. The same algorithm is then
applied recursively on each child node until a stopping condition is satisfied (in our case, a minimum
number of tau candidates contained within a node). This leads to a binary tree structure like the one
shown in Figure 19.

Figure 19: A simple example of a decision tree training process where we have two distributions labelled
signal (S) and background (B) over two variables X and Y . The process begins at (1). by
determining the best value of the best variable to cut on, which in this case is Y at a. All
objects with Y > a are passed to the right node and all objects with Y � a are passed to
the left. This process continues recursively until a stopping condition is satisfied such as a
minimum number of objects contained by a node.

A single decision tree is not stable across independent testing samples and is also not a particularly
strong classifier. The AdaBoost (Adaptive Boost) algorithm significantly improves decision tree stability
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Figure 4.15: A simple example of a decision tree training process where there are two distributions
labeled signal (S) and background (B) over two variables X and Y . The process begins
at point 1, by determining the best value of the best variable to cut on, which in this
case is Y at a. All objects with Y > a are passed to the right node and all objects
with Y  a are passed to the left. This process continues recursively until a stopping
condition is satisfied, such as a minimum number of objects contained by a node [147].

until a stopping condition is satisfied (in this case, a minimum number of tau candidates contained

within a node). This leads to a binary tree structure, like the example shown in Figure 4.15.

TMVA [150], a package for multivariate analysis that is part of the ROOT analysis toolkit [133], is

used for training [147].

During classification, an object begins at the root node and is passed down the tree according

to the cut made by each node until a final leaf node is reached. The response of the decision tree

is then the signal purity of the leaf node. A Boosted Decision Tree (BDT) [151] takes advantage of

multiple decision trees and forms a normalized weighted sum of their outputs, resulting in a final

score that is between 0 (background-like) and 1 (signal-like) [152].

BDTs for jet rejection are trained separately for candidates with one track and candidates with

three tracks. The BDT trained on candidates with three tracks is then used for classifying any

candidate with two or more tracks. Distributions of the BDT score for discriminating taus from jets

are shown in Figure 4.14, for both signal and background.

Loose, medium, and tight working points, similar to the cut-based identification, are defined for

both the likelihood- and BDT-based identification. A cut is made on the final log-likelihood-ratio

or BDT score to discriminate signal from background. The working points have been tuned with

pT-dependent selections to compensate for the pT-dependence of the log-likelihood-ratio and BDT

scores, yielding roughly flat27 signal and background e�ciencies as a function of pT [100]. The

27 See Figures 4.20 and 4.21, which show the pT-dependence of the performance of the discriminants used with the

Neural nets have:
Similar to other multivariate techniques, 

cutting on a classifier makes some 
acceptance blob in parameter space.

Boosted Decision Trees (BDT)

“Deep” networks have 
multiple hidden layers

Can be used for classification or regression.
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several particles is collected in a single pixel. This problem occurs more and more often as the
spatial separation between the particles on the sensor plane approaches the pixel size. This cluster
merging is depicted in figure 3, which illustrates an event in which the charge induced by three
particles is reconstructed as a single cluster.

Figure 4 shows the average separation in the transverse (hd min
x i) and longitudinal (hd min

y i)
direction of the two closest stable charged particles in jets, at the radius of the innermost pixel
layer in the barrel. Only track pairs separated by less than a pixel in the longitudinal (transverse)
direction are shown here for the transverse (longitudinal) direction. A sample of simulated dijet
events based on the PYTHIA [10] Monte Carlo generator with the leading jet pT greater than
800 GeV was used. Jets were reconstructed from stable generator-level particles using an anti–kt

jet algorithm [11] with a cone size of 0.4. The figure illustrates that shared measurements appear
already in jets with relatively moderate momentum as cluster merging starts before the pixel size
is reached. In the worst case, when cluster merging appears in pixel layers beyond the innermost
and the number of shared measurements on a track exceeds the given threshold, the track candidate
is completely disregarded to avoid the creation of duplicate tracks. This leads to an inefficiency
in finding both tracks. The limit where two close–by tracks can still be reconstructed separately
is often referred to as double–track resolution. With the CCA clustering, no attempt is made to
identify or split these merged clusters.

Figure 3. Illustration of charge deposited by multiple particles in the dense core of a jet in a layer of the
pixel detector. The pixel size is not drawn to scale. The arrows indicate the passage of charged particles
through the pixel sensor. The pixels are shaded according to which particle deposited charge in them. The
dashed lines indicate the path traversed by the particles in the silicon and the solid line shows the single
cluster obtained by the eight-cell CCA.
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Figure 7. The cluster residual in the local x direction for clusters with a width of three (left) or four pix-
els (right) in the x–direction reconstructed with the CCA clustering algorithm (dashed line) and the NN
clustering algorithm (solid line).

on the local charged–particle density, Lorentz drift and the incident angles of the traversing parti-
cles; effects from charge collection and channel cross-talk are negligible. Clusters in the barrel and
endcap are thus treated similarly, but with the detector region given as input to the NN, so cluster
classification is performed based on cluster sizes.

Figure 8 compares the root mean square (RMS) of the measurement residuals for the CCA
clustering and the NN clustering algorithm in data and simulation in the transverse and longi-
tudinal direction in the different cluster categories. The majority of three– and four–pixel wide
clusters in the transverse direction are due to close–by particles and d–rays. In the longitudinal
direction, clusters of this size are geometrically possible due to the shallower incidence angle. The
improvement shown in figure 8(left) can thus be mostly attributed to actual cluster splitting, which
includes splitting components from d -rays, while in figure 8(right) a sizeable contribution of the
improvement is caused by the non–linear charge interpolation of the NN clustering algorithm. Dis-
crepancies between data and Monte Carlo simulation can arise from imperfections of the detector
such as module misalignment or deformations that are not present in the simulated model of the
detector geometry, as well as from limitations in the detector simulation and digitisation model
that include several complex components as described in section 3.2. Discrepancies are seen in
figure 8 for the longitudinal direction. This is most likely due to limitations in the modelling of the
longitudinal charge sharing. Nonetheless, the relative improvement obtained by the NN clustering
algorithm compared to the CCA clustering algorithm is largely consistent between data and Monte
Carlo simulations.

The improvement coming from the non–linear charge interpolation and d–ray handling in the
NN clustering can be checked on isolated tracks as there are no other close–by particles from the
beam collision. Pairs of oppositely charged combined muons with pT > 25 GeV, which produce a
Z boson candidate with a mass mµµ > 50 GeV were selected. A combined muon is a muon recon-
structed using information from both the inner detector and the muon spectrometer. The impact
parameter resolution with respect to the primary vertex in data is shown in figure 9. Only the inner
detector component of the combined track is taken to extract the impact parameter distribution, and

– 14 –

[1406.7690]

NNs and BDTs in ATLAS
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• Using NNs and other MVAs 
has been common in HEP 
for years, for pattern 
recognition, particle ID, 
event selection...

• In the past, always used 
shallow NNs.

• ATLAS uses NNs in many 
places, e.g. pixel clustering.

• Jet tagging for taus and b-
quarks has used NNs in 
many iterations (also c, q/g).

8 The ATLAS Collaboration
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Fig. 5 Inverse background efficiency versus signal efficiency
for the offline tau identification, for (a) a low-pT and (b) a
high-pT τhad-vis range. Simulation samples for signal include
a mixture of Z, W and Z′ production processes, while data
from multi-jet events is used for background. The red markers
correspond to the three working points mentioned in the text.
The signal efficiency shown corresponds to the total efficiency
of τhad-vis decays to be reconstructed as 1-track or 3-track
and pass tau identification selection.

all calibrated at the EM scale. For each τhad-vis candi-
date, the EM isolation is calculated as the transverse
energy deposited in the annulus between 0.2× 0.2 and
0.4× 0.4 in the EM calorimeter.

To suppress background events and thus reduce trig-
ger rates, an EM isolation energy of less than 4 GeV is
required for the lowest ET threshold at L1. Hardware
limitations prevent the use of an ET-dependent selec-
tion. This requirement reduces the efficiency of τhad-vis
events by less than 2% over most of the kinematic range.
Larger efficiency losses occur for τhad-vis events at high
ET values; those are recovered through the use of trig-
gers with higher ET thresholds but without any isola-
tion requirements.

The energy resolution at L1 is significantly lower
than at the offline level. This is due to the fact that

all cells in a trigger tower are combined without the
use of sophisticated clustering algorithms and without
τhad-vis-specific energy calibrations. Also, the coarse en-
ergy and geometrical position granularity limits the pre-
cision of the measurement. These effects lead to a sig-
nificant signal efficiency loss for low-ET τhad-vis candi-
dates.

Level 2 At L2, τhad-vis candidate RoIs from L1 are
used as seeds to reconstruct both the calorimeter- and
tracking-based observables associated with each τhad-vis
candidate. The events are then selected based on an
identification algorithm that uses these observables.
The calorimeter observables associated with the τhad-vis
candidates are calculated using calorimeter cells, where
the electronic and pile-up noise are subtracted in the
energy calibration. The centre of the τhad-vis energy de-
posit is taken as the energy-weighted sum of the cells
collected in the region ∆R < 0.4 around the L1 seed.
The transverse energy of the τhad-vis is calculated using
only the cells in the region ∆R < 0.2 around its centre.

To calculate the tracking-based observables, a fast
tracking algorithm [48] is applied, using only hits from
the pixel and SCT tracking layers. Only tracks satisfy-
ing pT > 1.5 GeV and located in the region ∆R < 0.3
around the L2 calorimeter τhad-vis direction are used.
The tracking efficiency with respect to offline reaches a
plateau of 99% at 2 GeV (with an efficiency of about
98% at 1.5 GeV). The fast tracking algorithm required
an average of 37 ms to run at the highest pile-up condi-
tions at peak luminosity in 2012 (approximately forty
pile-up interactions).

As there is no vertex information available at this
stage, an alternative approach is used to reject tracks
coming from pile-up interactions. A requirement is
placed on the ∆z0 between a candidate track and the
highest-pT track inside the RoI. The distribution of
∆z0 is shown in Fig. 6 for simulated Z → ττ events
with an average of eight interactions per bunch cross-
ing. High values of ∆z0 typically correspond to pile-up
tracks while the central peak corresponds to the main
interaction tracks.

The ∆z0 distribution is fit to the sum of a Breit–
Wigner function to describe the central peak and a
Gaussian function to describe the broad distribution
from tracks in pile-up events. The half-width of the
Breit–Wigner σ=0.32 mm is taken as the point where
68% of the signal events are included in the central
peak. A dependence of the trigger variables on pile-
up conditions is minimized by considering only tracks
within −2 mm < ∆z0 < 2 mm and ∆R < 0.1 with
respect to the highest-pT track.

[1412.7086]

ATLAS pixel clustering with NNs

ATLAS tau identification with BDTs
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Why go deep?
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[Forbes/Google]

• “Vanishing gradient 
problem” → hard to train 
many layers.

• Multiple layers allow for 
feature extraction.

• Allow us to better explore 
and understand our data.

• Now in “Deep 
Learning Renaissance”

1. Better training: techniques and tools (e.g. smarter NN structures).

2. Better hardware: multicore, GPUs, bigger data centers, cloud 
computing, coming: neuromorphic computing.

3. More training: bigger datasets, search, the internet, open science.
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Examples of CNNs
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2 L. Pigou, S. Dieleman, P. Kindermans, B. Schrauwen

2 Related Work

In our work, we build on the results of Roel Verschaeren [18]. He proposes a CNN
model that recognizes a set of 50 di↵erent signs in the Flemish Sign Language
with an error of 2.5%, using the Microsoft Kinect. Unfortunately, this work is
limited in the sense that it considers only a single person in a fixed environment.

In [19] an American Language recognition system is presented with a vo-
cabulary of 30 words. They constructed appearance-based representations and a
hand tracking system to be classified with a hidden Markov model (HMM). An
error rate of 10.91% is achieved on the RWTH-BOSTON-50 database.

The approach in [4] uses the Microsoft Kinect to extract appearance-based
hand features and track the position in 2D and 3D. The classification results are
obtained by comparing a hidden Markov model (HMM) approach with sequential
pattern boosting (SP-boosting). This resulted in an accuracy of 99.9% on 20
di↵erent isolated gestures on their specifically constructed data set and 85.1%
on a more realistic one with 40 gestures.

The Microsoft Kinect is also used in [2] that proposes a recognition system
for 239 words of the Chinese Sign Language (CSL). Here, the 3D movement
trajectory of the hands are used besides a language model to construct sentences.
This trajectory is aligned and matched with a gallery of known trajectories. The
top-1 and top-5 recognition rates are 83.51% and 96.32% respectively.

(a) RGB (b) Depth map (c) User index (d) Skeleton

Fig. 1. Data set for the CLAP14 gesture spotting challenge [5].

3 Methodology

3.1 Data

We use the data set from the ChaLearn Looking at People 2014 [5] (CLAP14)
challenge in this work. More specifically, Track 3: Gesture Spotting. This dataset
consists of 20 di↵erent Italian gestures, performed by 27 users with variations in
surroundings, clothing, lighting and gesture movement. The videos are recorded
with a Microsoft Kinect. As a result, we have access to the depth map, user
index (location of the user in the depth map) and the joint positions (Figure 1).

Pigou et al. (2014). Sign Language Recognition 
using Convolutional Neural Networks.

4 L. Pigou, S. Dieleman, P. Kindermans, B. Schrauwen

channel, and together with the activation functions of the neurons, they form
feature maps. This is followed by a pooling scheme, where only the interest-
ing information of the feature maps are pooled together. These techniques are
performed in multiple layers as shown in Figure 3.

3.4 Proposed Architecture

For the pooling method, we use max-pooling: only the maximum value in a local
neighborhood of the feature map remains. To accommodate video data, the
max-pooling is performed in three dimensions. However, using 2D convolutions
resulted in a better validation accuracy than 3D convolutions.

The architecture of the model consists of two CNNs, one for extracting hand
features and one for extracting upper body features. Each CNN is three layers
deep. A classical ANN with one hidden layer provides classification after concate-
nating the outcomes of both CNNs. Also, local contrast normalization (LCN)
as in [10] is applied in the first two layers and all artificial neurons are rectified
linear units (ReLUs [14], [6]). An illustration of the architecture is depicted in
Figure 3.
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Fig. 3. The architecture of the convolutional neural network. This illustration only
shows one of the two identical CNNs.

3.5 Generalization and Training

During training, dropout [9] and data augmentation are used as main approaches
to reduce overfitting. The data augmentation is performed in real time on the
CPU during the training phase whiles the model trains on the GPU as in [12].
This consists of zooming up to 10%, rotations up to (-)3�, spatial translations
up to (-)5 pixels in the x and y direction, and temporal translations up to (-)4
frames.

We use Nesterov’s accelerated gradient descent (NAG) [16] with a fixed
momentum-coe�cient of 0.9 and mini-batches of size 20. The learning rate is ini-
tialized at 0.003 with a 5% decrease after each epoch. The weights of the CNNs

• In 1990s, Yann LeCun pioneered 
Convolutional Neural Nets (CNN) 
and used them for Optical Character 
Recognition.

• Inspired by animal cortex.

• Now it is standard in image 
recognition and captioning, NLP, 
computer vision, etc.
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Deep Learning in HEP

8

Baldi et al. (2014). Searching for Exotic Particles 
in High-Energy Physics with Deep Learning.

Baldi et al. (2015). Enhanced Higgs to τ+τ− 
Search with Deep Learning.

X-view Y-view
(a) ⌫µ CC interaction.

X-view Y-view
(b) ⌫e CC interaction.

X-view Y-view
(c) NC interaction.

Figure 5. Example CNN image input
Input given to the CNN for an example ⌫µ CC interaction (top), ⌫e CC interaction (middle), and ⌫
NC interaction (bottom). Hits in the X view of the NOvA detector are shown on the left, and hits
in the Y view are shown on the right.
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Figure 5. Example CNN image input
Input given to the CNN for an example ⌫µ CC interaction (top), ⌫e CC interaction (middle), and ⌫
NC interaction (bottom). Hits in the X view of the NOvA detector are shown on the left, and hits
in the Y view are shown on the right.
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Figure 5. Example CNN image input
Input given to the CNN for an example ⌫µ CC interaction (top), ⌫e CC interaction (middle), and ⌫
NC interaction (bottom). Hits in the X view of the NOvA detector are shown on the left, and hits
in the Y view are shown on the right.
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[1402.4735]

[1410.3469]

Aurisano et al. (2016).  A Convolutional Neural 
Network Neutrino Event Classifier.

out performs NOvA’s conventional reconstruction

[1604.01444]

• Deep learning does best 
with raw data and when 
there are unexploited 
features.

• raw channels→tagging

• basic kinematics→features

methods using ROC curves is shown in Figure 8.

 Background Eff.tt

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

H
 S

ig
na

l E
ff.

tt

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Classifier & Input Features
15, All Features (AUC=0.800)×NeuroBGD 2

Random Forest, All Features (AUC=0.784)
NeuroBayes, Top 200 Features (AUC=0.777)
Naive Bayes, All Features (AUC=0.715)
Decision Tree, All Features (AUC=0.623)
Nearest Neighbor, All Features (AUC=0.599)

338K Training Events

FIG. 8. ROC curves from di↵erent classifiers.

For each ML technique under study, an optimized requirement is placed on the value of the

output discriminant by choosing the cut such that it gives the largest value of Sp
B
. Table II

shows a comparison of these optimized cuts and this figure of merit. It also shows the relative

increase in the amount of data that would be needed by each algorithm to achieve the same

(statistical-only) sensitivity as the best performing algorithm. Since statistical sensitivity

goes as the square root of the amount of data, small increases in Sp
B
can still indicate large

improvements in performance, and be quite important for experiments that can take years,

if not decades, to accumulate data sets of su�cient size for discovery. For example, the

second-best network structure needs almost 8% more data to achieve the same performance

as the leading structure, and using only extended features and not just all features would

require at least 15% more data. The use of basic features requires almost 50% more data. In

addition, the worse performance of algorithms such as decision trees and random forest can

clearly be seen. The optimal network (using as many inputs as possible) from NeuroBayes

requires 23% more data to achieve the same sensitivity as the leading NeuroBGD structure.

To understand the full shape of neural network output, Figure 9 depicts the outputs of

NeuroBGD model of both signal and background. Figure 10 shows the output distributions

for the NeuroBayes discriminant. The structure seen is related to the b-tagging, with clear

13

Santos et al. (2016). Machine learning 
techniques in searches for tth in the 
h→bb decay channel. [1610.03088]
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Deep learn from raw inputs
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ImageNet
competition example µ

τ-jet

jet

jet

Future of ATLAS?

The vision as explained to me by Amir:
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Solutions to big problems in ATLAS?
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• Discover new features in the data and analysis techniques?

• Better particle and event classification?

• Faster, better pattern recognition and tracking for HL-LHC?

• Faster, better, data-driven simulations from generative models?
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Data Science & Deep Learning Tools
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• scipy
‣ matplotlib - common plotting library

‣ numpy - arrays and numerics in python

‣ pandas - library for reading/writing/plotting structured data

• scikit-learn - various ML and classification packages for 
python

• tensorflow/theano - computer algebra systems designed 
for machine learning

• keras - python ML framework wrapping calls to tensorflow or 
theano backends.
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Amir’s DLKit
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• DLKit is Amir’s toolkit built around keras for handling datasets/
models/results.  As you learn keras, you’d probably build 
something like it.

• In the top-level file:
DLKit/EventClassificationDNN/Experiment.py
# Build the Model
from EventClassificationDNN.Classification import FullyConnectedClassification

• The Build function actually constructs the NN using keras:
def Build(self):
  model = Sequential()    
  model.add(Dense(self.width,
            input_dim=self.N_input,
            init=self.init))
  model.add(Activation('tanh'))
  for i in xrange(0,self.depth):
    model.add(BatchNormalization())
    model.add(Dense(self.width,init=self.init))
    model.add(Activation('tanh'))
    model.add(Dropout(0.5))
    model.add(Dense(1,input_dim=self.width))
  self.Model=model Sequential()
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Amir’s DLKit
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• You need to convert TTrees to hdf5.

• Specify your input files in
EventClassificationDNN/InputFiles.py

• The lines like:
[InputData, "AA_Gen"],
are labeling InputData as being of true class “AA_Gen”

P C

b-jet

X

l

P C

l

X

b-jet
Goal: discriminate    A-type       from     B-type decays.

This example developed by Chris Rogan and Amir Farbin.



Ryan Reece (UCSC)

Amir’s DLKit
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• Also specify the input variables from your data in:
EventClassificationDNN/InputVars.py

• The list FieldGroups groups together variables of common 
normalizations, like 0-1, -π--+π, energies, etc.

• SelectedFields selects which variables to use as input to the 
NNs.  You can change these with:
-v --varset e.g. -v 0 (everything)
              -v 1 (“jigsaw”)
              -v 2 (four-vectors)

• Also note the file EventClassificationDNN/ScanConfig.py 
which is meant to sample the depth/width
structure of the NN for study and optimization. 

• Running the Experiment should also run Analysis.py which makes 
some ROC plots and could be further customized.
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ATLAS Detector

T. Rex

Humans
(for scale)

ATLAS is a 7 story tall, 100 megapixel “camera”, taking 3-D pictures of proton-
proton collisions 40 million times per second, saving 10 million GB of data per 
year, using a world-wide computing grid with over 100,000 CPUs.  The 
collaboration involves more than 3000 scientists and engineers.

proton beam
p+

p+
Tracker

Muon Spectrometer

Calorimeter

collision point
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Datasets
Recently broke inst. lumi. 
records > 1034 cm-2s-1

The LHC has performed extremely well!!

2015: 3.2/fb

2016: 10-12/fb

Latest analyses combine collision data at √s=13TeV collected in the years 
2015 and 2016, giving a total integrated lumi ≈ 13-15 fb-1.

Typically 20-40 verticies
per bunch crossing



µ

τ-jet

jet

• muons

• electrons & photons

• jets of hadrons

• τ- and b-tagged jets

• missing energy

What do we reconstruct?

How do we search?

(main objects)

SM
W, Z, top,...

Higgs
H→ɣɣ, ZZ, WW, ....

SUSY
l+jets,ɣ+jets, ...

Exotics
Z’, W’, ...

ATLAS Physics Groups

Currently ATLAS has published 579+ papers 



Ryan Reece (UCSC) 19

3. The LHC and ATLAS 78

Figure 3.24: TODO [296].

 

ATLAS Computing Technical Design Report
 20 June 2005

54 3    Offline Software  

The stages in the simulation data-flow pipeline are described in more detail in the following 
sections. In addition to the full simulation framework, ATLAS has implemented a fast simula-
tion framework that reduces substantially the processing requirements in order to allow larger 
samples of events to be processed rapidly, albeit with reduced precision. Both these frameworks 
are described below.

3.8.2  Generators

Event generators are indispensable as tools for the modelling of the complex physics processes 
that lead to the production of hundreds of particles per event at LHC energies. Generators are 
used to set detector requirements, to formulate analysis strategies, or to calculate acceptance 
corrections. They also illustrate uncertainties in the physics modelling.

Generators model the physics of hard processes, initial- and final-state radiation, multiple inter-
actions and beam remnants, hadronization and decays, and how these pieces come together. 

The individual generators are run from inside Athena and their output is converted into a com-
mon format by mapping into HepMC. A container of these is placed into the transient event 
store under StoreGate and can be made persistent. The event is presented for downstream use 
by simulation, for example by G4ATLAS simulation (using Geant4) or the Atlfast simulation. 
These downstream clients are shielded thereby from the inner details of the various event gen-
erators.

Each available generator has separate documentation describing its use. Simple Filtering Algo-
rithms are provided, as well as an example of how to access the events and histogram the data.

Figure 3-5  The simulation data flow. Rectangles represent processing stages and rounded rectangles repre-
sent objects within the event data model. Pile-up and ROD emulation are optional processing stages.

Generator HepMC Particle Filter MCTruth
(Gen) Simulation

MCTruth
(Sim)

Pile-Up

HitsDigitizationROD Input 
Digits

MCTruth
(Pile-up)Merged Hits

ByteStream
ConversionSvc

ROD Emulation 
Algorithm

ROD Emulation 
(passthrough)

Raw Data 
Objects

ByteStream ATLAS

Reco

Figure 3.25: TODO [275].

ATLAS [301]. Samples of s-channel and t-channel single top events were generated with AcerMC [302],1455

with the parton shower and hadronization done with PYTHIA [303]. Signal samples representing1456

hypothetical Z 0 decays consistent with the SSM were generated with PYTHIA. Activity from multiple1457

pile-up interactions per bunch crossing was modeled by overlaying simulated minimum bias events,1458

generated with PYTHIA and specially tuned for minimum-bias interactions at the LHC [304], over1459

the original hard-scattering event. The e↵ects of QED radiation were generated with PHOTOS [305],1460

and hadronic tau decays were generated with TAUOLA [306].1461

primary
kinematics

Trigger
& DAQ

detector
hits

tracks,
clusters,  jets

ntuple plots/
tables

100101011

raw data
ATLAS

QFT matrix
element

Generator

Monte Carlo production
Worldwide LHC Computing Grid

∼10 PB/year

3-level trigger
40 MHz → 100 kHz
→ 10 kHz → 1 kHz
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∼100k CPUs

∼GB-TB

generated
MC

simulated
MC data/MC

Detector Simulation

Local resources

LHC/CERN ATLAS
Data
Flow

Results!

Athena Framework

1001000011

reconstructed
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Fig. 9. Reconstructed dielectron mass distribution for J/ψ → ee decays, as measured after applying the baseline Z → ee
calibration. The data (full circles with statistical error bars) are compared to the sum of the MC signal (light filled histogram)
and the background contribution (darker filled histogram) modelled by a Chebyshev polynomial. The mean (µ) and the Gaussian
width (σ) of the fitted Crystal Ball function are given both for data and MC.

Table 4. Measured effective constant term cdata (see Eq. 6) from the observed width of the Z → ee peak for different calorimeter
η regions.

Sub-system η-range Effective constant term, cdata

EMB |η| < 1.37 1.2% ± 0.1% (stat) + 0.5%
− 0.6% (syst)

EMEC-OW 1.52 < |η| < 2.47 1.8% ± 0.4% (stat) ± 0.4% (syst)
EMEC-IW 2.5 < |η| < 3.2 3.3% ± 0.2% (stat) ± 1.1% (syst)
FCal 3.2 < |η| < 4.9 2.5% ± 0.4% (stat) + 1.0%

− 1.5% (syst)

The results obtained for the effective constant term
are shown in Table 4. Several sources of systematic uncer-
tainties are investigated. The dominant uncertainty is due
to the uncertainty on the sampling term, as the constant
term was extracted assuming that the sampling term is
correctly reproduced by the simulation. To assign a sys-
tematic uncertainty due to this assumption, the simulation
was modified by increasing the sampling term by 10%. The
difference in the measured constant term is found to be
about 0.4% for the EM calorimeter and 1% for the forward
calorimeter. The uncertainty due to the fit procedure was
estimated by varying the fit range. The uncertainty due
to pile-up was investigated by comparing simulated MC
samples with and without pile-up and was found to be
negligible.

6 Efficiency measurements

In this section, the measurements of electron selection effi-
ciencies are presented using the tag-and-probe method [31,
32]. Z → ee events provide a clean environment to study
all components of the electron selection efficiency dis-
cussed in this paper. In certain cases, such as identification
or trigger efficiency measurements, the statistical power
of the results is improved using W → eν decays, as well.
To extend the reach towards lower transverse energies,

J/ψ → ee decays are also used to measure the electron
identification efficiency. However the available statistics
of J/ψ → ee events after the trigger requirements in the
2010 data sample are limited and do not allow a precise
separation of the isolated signal component from b-hadron
decays and from background processes.

6.1 Methodology

A measured electron spectrum needs to be corrected for
efficiencies related to the electron selection in order to de-
rive cross-sections of observed physics processes or limits
on new physics. This correction factor is defined as the
product of different efficiency terms. For the case of a sin-
gle electron in the final state one can write:

C = ϵevent · αreco · ϵID · ϵtrig · ϵisol. (7)

Here ϵevent denotes the efficiency of the event preselec-
tion cuts, such as primary vertex requirements and event
cleaning. αreco accounts for the basic reconstruction ef-
ficiency to find an electromagnetic cluster and to match
it loosely to a reconstructed charged particle track in the
fiducial region of the detector and also for any kinematic
and geometrical cuts on the reconstructed object itself.
ϵID denotes the efficiency of the identification cuts rela-
tive to reconstructed electron objects. ϵtrig stands for the

Building a model

20

N(expected) = N(correct-ID) + N(fake)} }
• Top-down , “data-driven”

• various magic with data 
depending on the analysis and 
your creativity

• side-band fit

• fake-factor method

• Bottom-up

• well-identified objects 
have scale factors from 
control regions

• estimated with detailed 
Monte Carlo simulation

[arxiv:1110.3174]

J/ψ

background

Bottom-up
Monte Carlo

Data-driven
side-band fit
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LARGE HADRON COLLIDER PHYSICS
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St. Petersburg, Russia

Identification and energy calibration of 
hadronically decaying tau leptons with ATLAS

Alexey Soloshenko (Joint Institute for Nuclear Research) on behalf of the ATLAS Collaboration

Introduction to Tau Leptons in ATLAS
¾ mass = 1.78 GeV: tau leptons are the heaviest known leptons and the only
leptons for which decay modes involving hadrons are allowed.
¾ hadronic decay mode represents 65% of all tau decays: decay products are a
neutrino and dominantly 1 or 3 charged pions and neutral pions. In the leptonic
mode, taus decay into two neutrinos and either an electron or a muon.
¾ proper decay length = 87 μm: tau leptons typically decay inside the LHC beam
pipe, and they can thus only be identified via their decay products. Light leptons
from tau lepton decays cannot be distinguished from prompt electrons or muons,
and they are identified with the same algorithms as those for identifying prompt light
leptons. A special algorithm exists to identify hadronic jets from tau lepton decays.

Hadronically decaying tau leptons play an 
important role in physics analysis in ATLAS:
� searches for physics beyond the Standard Model:
� new particles decaying to tau leptons
� lepton flavor violation
� lepton universality violation

� Standard Model (SM) measurements and tests:
� Higgs boson couplings to fermions
� tau polarization in SM physics processes
� SM particles decay rates into tau leptons

Tau Identification: Discrimination against jets
Quark- or gluon-initiated jets (QCD jets) have a very similar signature in the
detector as hadronically decaying taus. Discrimination between taus (signal)
and QCD jets (background) is provided by Boosted Decision Trees (BDT)
algorithm using variables sensitive to the different features of these objects:
9 taus tend to have less tracks in the isolation region than QCD jets
9 taus tend to have more collimated tracks than QCD jets
9 taus tend to have narrower calorimeter showers than QCD jets
9 taus tend to have displaced tracks/secondary vertex from the tau vertex
Working points are defined to make signal efficiency independent of tau pT

Tau Reconstruction
1) Jets are formed using the anti-kt algorithm (R=0.4)

with TopoClusters calibrated using a local hadronic
calibration (LC) as inputs, and tau candidates are
seeded by jets with pT > 10 GeV and |η| < 2.5

2) Tau lepton production vertex (TV) is identified using
tracks in the region ∆R<0.2 around the jet seed axis

3) The 4-momenta of all
clusters in the region
∆R<0.2 around the jet
seed axis are
recalculated in the TV
coordinate system and
summed, resulting in
reconstructed tau axis
and momentum

4) Tracks in the core region
(∆R<0.2 around the tau
axis) are associated with
the tau candidate

5) Tracks in the isolation region (0.2<∆R<0.4) are used
to calculate identification variables

Tau Identification: Efficiency measurement
• tag-and-probe approach to select Z→τlepτhad
events in data
• template fit to tau track multiplicity (tracks in 
the  ∆R<0.6  region)  to  extract  τhad signal before 
and after the requirement of tau identification, 
and to measure identification efficiency 
• correction factors (                          ) to 
account for the differences between data and 
simulation

� separate BDTs are trained for 1-track 
and 3-track taus � signal efficiency is stable against pile-up 

energy  fraction  in  ∆R<0.1  to  ∆R<0.2

pT-weighted distance of tracks to the tau axis

Electron Veto
The signature of 1-track taus can be mimicked by electrons. In Run-1, electrons are
rejected using a special BDT which exploits: a) amount of transition radiation,
b) angular distance of the track from the tau direction, c) fraction of energy in the
electromagnetic calorimeter, d) calorimeter shower shapes. Electron veto efficiency was
measured in data using a tag-and-probe method to select Z→ee events. Correction
factors are close to unity, their uncertainties are ~10% for the loose electron veto.

Commissioning for Run-2 
� Tau reconstruction and identification algorithms have been modified for Run-2.
� The 13 TeV proton-proton collision data recorded in the early phase of Run-2 is
used to compare between data and simulation in minimum bias, W(→μν)+jets, dijets,
Z(→μμ)+jets, Z(→ee)+jets and Z(→ττ)+jets events.
� Reasonably good agreement is observed.

Tau Energy Scale
Reconstructed tau energy, calibrated at the LC scale, is corrected to account for the
specific mix of hadrons observed in hadronic tau decays, and for the underlying event
or pile-up contributions.
¾ Tau energy scale (TES) is derived from simulation re-calibrating the LC scale to the
true visible tau energy scale:

)|,|,( WWW

WW
W

K tracksLC

uppileLC
TES nER

EE
E ��

 

� deconvolution method
(absolute TES and 
modeling)
� in-situ method
(modeling)

Total TES uncertainty:
1-track taus: 2%-3%
3-track taus: 2%-4%

¾ Additional data-driven corrections are derived:

simulation
ID

data
ID HH /

IDH

before ID

medium ID

• Tau candidates are seeded by anti-kt 
calorimeter jets (R=0.4) formed from 
topological clusters with local hadronic 
calib.

• Tracks are matched to this calorimeter 
object and discrimianting variables 
calculated from the combined tracking+calo 
information.

• Best vertex chosen from those matching 
tracks in core cone ΔR<0.2.

• Core track with ΔR<0.2 associated to the 
tau.

• Annulus 0.2<ΔR<0.4 used to calculate 
tracking and calorimeter isolation variables.

• New in Run-2: π0 counting using strips in EM 
calorimeter and subtracting charged energy 
matched to tracks. Improves jet rejection 
and energy resolution.


