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• Motivational questions about the SM

• ATLAS detector and dataset

• Neutral Higgs: A/H→ττ

• Charged Higgs: H±→τ±ν

• SUSY searches

• Summary

... all with taus.
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Unanswered problems in particle physics

• Ad hoc features

‣ Why SU(3)xSU(2)xU(1) ?

‣ Neutrino mixing and masses (Dirac or Majorana)

‣ Matter-antimatter asymmetry

‣ Strong CP-problem

• Dark matter and dark energy

‣ 5% SM, 27% dark matter, 68% dark energy, (DM 85% of matter)

• Hierarchy problem(s)

‣ mHiggs vs mPlanck, EW naturalenss

‣ quark masses range: 105, leptons: 109

• Fine-tuning: 

‣ EW-scale, flatness problem, vacuum stability, etc.

• Unification?  Supersymmetry?

• Why such low entropy in the early universe?
3
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Table 3: Gauge-group representations of the SM fermions. The rows are components of weak
iso-spin, and the columns are components of color. The sets of three numbers on right
denote if the fields have a singlet or triplet representation of SU(3)C, doublet or singlet
representation of SU(2)L, and their weak hypercharge quantum number respectively.

Left -handed quarks:

✓
url ugl ubl
drl dgl dbl

◆
,

✓
crl cgl cbl
srl sgl sbl

◆
,

✓
trl tgl tbl
brl bgl bbl

◆
: ( 3,2, 16 )

Right -handed quarks:
�
urr ugr ubr

�
,

�
crr cgr cbr

�
,

�
trr tgr tbr

�
: ( 3,1, 23 )

�
drr dgr dbr

�
,

�
srr sgr sbr

�
,

�
brr bgr bbr

�
: ( 3,1, �1

3 )

Left -handed leptons:

✓
⌫el

el

◆
,

✓
⌫µl

µl

◆
,

✓
⌫⌧l

⌧l

◆
: ( 1,2, �1

2 )

Right -handed leptons: (er), (µr), (⌧r) : ( 1,1, �1 )

Table 4: Approximate values of the electroweak parameters. Only three of the dimensionless
and one of the ⇠ GeV parameters are fundamental, and the remaining can be de-
rived (Beringer, J. et al. (Particle Data Group) 2012).

g1 ⇡ 0.36 mW ⇡ 80.4 GeV
g2 ⇡ 0.65 mZ ⇡ 91.2 GeV
e ⇡ 0.31 v ⇡ 246 GeV
sin2 ✓W ⇡ 0.23

p
2 GF ⇡ (246 GeV)�2

Table 5: The SM parameters of the Higgs vacuum potential, assuming the Higgs-like particle ob-
served at the LHC, as discussed in Section 4.2, is the SM Higgs boson. Two of the three
parameters: µ, �, and mH are fundamental and one can be derived.

mH ⇡ 126 GeV �µ2 ⇡ (126 GeV)2/2
� ⇡ 0.13
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Figure 5: Mass range of the SM fermions (Murayama, H. 2011). For approximate values of the
masses, see Table 6.
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2. The theoretical situation 45

Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings ↵�1

a

(Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
↵3(mZ

) is varied between 0.117 and
0.121.
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This unification is of course not perfect; ↵3 tends to be slightly smaller than the common value of
↵1(MU

) = ↵2(MU

) at the point where they meet, which is often taken to be the definition of M
U

.
However, this small di↵erence can easily be ascribed to threshold corrections due to whatever new
particles exist near M

U

. Note that M
U

decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at M

U

might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not su↵er from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 � 2✏. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom o↵-shell. This mismatch is only 2✏, but can be multiplied by factors
up to 1/✏n in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly di↵erent scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 � 2✏ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
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Figure 2.11: TODO [195].

2.4.2 Running of the couplings1081

TODO:1082

• As measured by the LEP experiments in 1991.1083

• Gauge couping unification is ruled out for the SM, but allowed by SUSY [192, 193, 194].1084

• (see Figure 2.11).1085

2.4.3 The hierarchy problem(s)1086

TODO:1087

• mGUT ⇡ 1 ⇥ 1016 GeV1088

• Why is the electroweak scale a factor of 1014 smaller than the GUT scale?1089

• mP ⇡ 1 ⇥ 1019 GeV1090

• Why is the electroweak scale a factor of 1017 smaller than the Planck mass? Why is gravity so1091

weak compared to the other forces?1092

• Reina notes [196]1093

• Langacker p. 455–6 [8]1094

Supersymmetry
• Supersymmetry (SUSY) is a symmetry 

between bosons and fermions.
SSUSY = |SSM - ½|
Can be seen as spacetime having fermionic 
dimensions.

• According to the HLS theorem (Haag-
Lopuszanski-Sohnius, 1975), under some basic 
assumptions, SUSY is the unique exception to 
the Coleman-Mandula theorem, being the only 
way to nontrivially extend the Poincaré group 
to include internal degrees of freedom.

• Experimental hints from the running of the 
SM couplings with SUSY partners included 
point at possible gauge unification.

• In R-parity conserving models, the Lightest 
Supersymmetric Particle (LSP) provides a 
possible dark matter candidate.

4

LEP (1991)

MSSM
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ATLAS Detector

T. Rex

Humans
(for scale)

ATLAS is a 7 story tall, 100 megapixel “camera”, taking 3-D pictures of proton-
proton collisions 40 million times per second, saving 10 million GB of data per 
year, using a world-wide computing grid with over 100,000 CPUs.  The 
collaboration involves more than 3000 scientists and engineers.

proton beam
p+

p+
Tracker

Muon Spectrometer

Calorimeter

collision point
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Datasets
Recently broke inst. lumi. 
records > 1034 cm-2s-1

The LHC has performed extremely well!!

2015: 3.2/fb

2016: 10-12/fb

Analyses discussed here combine collision data at √s=13TeV collected in 
the years 2015 and 2016, giving a total integrated lumi ≈ 13-15 fb-1.

Typically 20-40 verticies
per bunch crossing
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Tau Reconstruction
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LHCP2015                        THE THIRD ANNUAL CONFERENCE ON
LARGE HADRON COLLIDER PHYSICS

August 31 – September 5, 2015
St. Petersburg, Russia

Identification and energy calibration of 
hadronically decaying tau leptons with ATLAS

Alexey Soloshenko (Joint Institute for Nuclear Research) on behalf of the ATLAS Collaboration

Introduction to Tau Leptons in ATLAS
 mass = 1.78 GeV: tau leptons are the heaviest known leptons and the only
leptons for which decay modes involving hadrons are allowed.
 hadronic decay mode represents 65% of all tau decays: decay products are a
neutrino and dominantly 1 or 3 charged pions and neutral pions. In the leptonic
mode, taus decay into two neutrinos and either an electron or a muon.
 proper decay length = 87 μm: tau leptons typically decay inside the LHC beam
pipe, and they can thus only be identified via their decay products. Light leptons
from tau lepton decays cannot be distinguished from prompt electrons or muons,
and they are identified with the same algorithms as those for identifying prompt light
leptons. A special algorithm exists to identify hadronic jets from tau lepton decays.

Hadronically decaying tau leptons play an 
important role in physics analysis in ATLAS:
 searches for physics beyond the Standard Model:
 new particles decaying to tau leptons
 lepton flavor violation
 lepton universality violation

 Standard Model (SM) measurements and tests:
 Higgs boson couplings to fermions
 tau polarization in SM physics processes
 SM particles decay rates into tau leptons

Tau Identification: Discrimination against jets
Quark- or gluon-initiated jets (QCD jets) have a very similar signature in the
detector as hadronically decaying taus. Discrimination between taus (signal)
and QCD jets (background) is provided by Boosted Decision Trees (BDT)
algorithm using variables sensitive to the different features of these objects:
 taus tend to have less tracks in the isolation region than QCD jets
 taus tend to have more collimated tracks than QCD jets
 taus tend to have narrower calorimeter showers than QCD jets
 taus tend to have displaced tracks/secondary vertex from the tau vertex
Working points are defined to make signal efficiency independent of tau pT

Tau Reconstruction
1) Jets are formed using the anti-kt algorithm (R=0.4)

with TopoClusters calibrated using a local hadronic
calibration (LC) as inputs, and tau candidates are
seeded by jets with pT > 10 GeV and |η| < 2.5

2) Tau lepton production vertex (TV) is identified using
tracks in the region ∆R<0.2 around the jet seed axis

3) The 4-momenta of all
clusters in the region
∆R<0.2 around the jet
seed axis are
recalculated in the TV
coordinate system and
summed, resulting in
reconstructed tau axis
and momentum

4) Tracks in the core region
(∆R<0.2 around the tau
axis) are associated with
the tau candidate

5) Tracks in the isolation region (0.2<∆R<0.4) are used
to calculate identification variables

Tau Identification: Efficiency measurement
• tag-and-probe approach to select Z→τlepτhad
events in data
• template fit to tau track multiplicity (tracks in 
the  ∆R<0.6  region)  to  extract  τhad signal before 
and after the requirement of tau identification, 
and to measure identification efficiency 
• correction factors (                          ) to 
account for the differences between data and 
simulation

 separate BDTs are trained for 1-track 
and 3-track taus  signal efficiency is stable against pile-up 

energy  fraction  in  ∆R<0.1  to  ∆R<0.2

pT-weighted distance of tracks to the tau axis

Electron Veto
The signature of 1-track taus can be mimicked by electrons. In Run-1, electrons are
rejected using a special BDT which exploits: a) amount of transition radiation,
b) angular distance of the track from the tau direction, c) fraction of energy in the
electromagnetic calorimeter, d) calorimeter shower shapes. Electron veto efficiency was
measured in data using a tag-and-probe method to select Z→ee events. Correction
factors are close to unity, their uncertainties are ~10% for the loose electron veto.

Commissioning for Run-2 
 Tau reconstruction and identification algorithms have been modified for Run-2.
 The 13 TeV proton-proton collision data recorded in the early phase of Run-2 is
used to compare between data and simulation in minimum bias, W(→μν)+jets, dijets,
Z(→μμ)+jets, Z(→ee)+jets and Z(→ττ)+jets events.
 Reasonably good agreement is observed.

Tau Energy Scale
Reconstructed tau energy, calibrated at the LC scale, is corrected to account for the
specific mix of hadrons observed in hadronic tau decays, and for the underlying event
or pile-up contributions.
 Tau energy scale (TES) is derived from simulation re-calibrating the LC scale to the
true visible tau energy scale:

)|,|,( 




 tracksLC

uppileLC
TES nER

EE
E 



 deconvolution method
(absolute TES and 
modeling)
 in-situ method
(modeling)

Total TES uncertainty:
1-track taus: 2%-3%
3-track taus: 2%-4%

 Additional data-driven corrections are derived:

simulation
ID

data
ID  /

ID

before ID

medium ID

• Tau candidates are seeded by anti-kt 
calorimeter jets (R=0.4) formed from 
topological clusters with local hadronic 
calib.

• Tracks are matched to this calorimeter 
object and discrimianting variables 
calculated from the combined tracking+calo 
information.

• Best vertex chosen from those matching 
tracks in core cone ΔR<0.2.

• Core track with ΔR<0.2 associated to the 
tau.

• Annulus 0.2<ΔR<0.4 used to calculate 
tracking and calorimeter isolation variables.

• New in Run-2: π0 counting using strips in EM 
calorimeter and subtracting charged energy 
matched to tracks. Improves jet rejection 
and energy resolution. ➡ See talk on ATLAS tau reco by 

Cristina Galea on Wed Sept 21.
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Higgs

1. Introduction

The discovery of a scalar particle [1, 2] at the Large Hadron Collider (LHC) [3] has provided important
insight into the mechanism of electroweak symmetry breaking. Experimental studies of the new particle
[4–8] demonstrate consistency with the Standard Model (SM) Higgs boson [9–14]. However, it remains
possible that the discovered particle is part of an extended scalar sector, a scenario that is favoured by a
number of theoretical arguments [15, 16].

The Minimal Supersymmetric Standard Model (MSSM) [15, 17, 18] is the simplest extension of the
SM that includes supersymmetry. The MSSM requires two Higgs doublets of opposite hypercharge.
Assuming that CP symmetry is conserved, this results in one CP-odd (A) and two CP-even (h, H) neutral
Higgs bosons and two charged Higgs bosons (H±). At tree level, the properties of the Higgs sector in
the MSSM depend on only two non-SM parameters, which can be chosen to be the mass of the CP-odd
Higgs boson, mA, and the ratio of the vacuum expectation values of the two doublets, tan �. Beyond
tree level, a number of additional parameters a↵ect the Higgs sector, the choice of which defines various
MSSM benchmark scenarios. In some scenarios, such as mmod+

h
[19], the top-squark mixing parameter

is chosen such that the mass of the lightest CP-even Higgs boson, mh , is close to the measured mass
of the Higgs boson that was discovered at the LHC. A di↵erent approach is employed in the hMSSM
scenario [20, 21] in which the measured value of mh can be used, with certain assumptions, to predict
the remaining masses and couplings of the MSSM Higgs bosons without explicit reference to the soft
supersymmetry-breaking parameters. The couplings of the MSSM heavy Higgs bosons to down-type
fermions are enhanced with respect to the SM for large tan � values, resulting in increased branching
fractions to ⌧ leptons and b-quarks,1 as well as a higher cross section for Higgs boson production in
association with b-quarks. This has motivated a variety of searches for a scalar boson in ⌧⌧ and bb final
states at LEP [22], the Tevatron [23–25] and the LHC [26–32].

(a)

_

(b) (c)

Figure 1: Lowest-order Feynman diagrams for the production of a neutral MSSM Higgs boson via (a) gluon–gluon
fusion and b-associated production in the (b) four-flavour and (c) five-flavour schemes of a neutral MSSM Higgs
boson.

This paper presents the results of a search for neutral MSSM Higgs bosons in the ⌧⌧ decay mode using
13.3 fb�1 of LHC proton–proton (pp) collision data collected with the ATLAS detector [33] in 2015
and 2016 at a centre-of-mass energy of 13 TeV. From this dataset, 3.2 fb�1 were collected in 2015 and
10.1 fb�1 in 2016. The search considers the ⌧lep⌧had and ⌧had⌧had decay modes, where ⌧lep represents the

1 Throughout this paper the inclusion of charge-conjugate decay modes is implied.
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A/H→ττ search

10[ATLAS-CONF-2016-085]
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insight into the mechanism of electroweak symmetry breaking. Experimental studies of the new particle
[4–8] demonstrate consistency with the Standard Model (SM) Higgs boson [9–14]. However, it remains
possible that the discovered particle is part of an extended scalar sector, a scenario that is favoured by a
number of theoretical arguments [15, 16].

The Minimal Supersymmetric Standard Model (MSSM) [15, 17, 18] is the simplest extension of the
SM that includes supersymmetry. The MSSM requires two Higgs doublets of opposite hypercharge.
Assuming that CP symmetry is conserved, this results in one CP-odd (A) and two CP-even (h, H) neutral
Higgs bosons and two charged Higgs bosons (H±). At tree level, the properties of the Higgs sector in
the MSSM depend on only two non-SM parameters, which can be chosen to be the mass of the CP-odd
Higgs boson, mA, and the ratio of the vacuum expectation values of the two doublets, tan �. Beyond
tree level, a number of additional parameters a↵ect the Higgs sector, the choice of which defines various
MSSM benchmark scenarios. In some scenarios, such as mmod+

h
[19], the top-squark mixing parameter

is chosen such that the mass of the lightest CP-even Higgs boson, mh , is close to the measured mass
of the Higgs boson that was discovered at the LHC. A di↵erent approach is employed in the hMSSM
scenario [20, 21] in which the measured value of mh can be used, with certain assumptions, to predict
the remaining masses and couplings of the MSSM Higgs bosons without explicit reference to the soft
supersymmetry-breaking parameters. The couplings of the MSSM heavy Higgs bosons to down-type
fermions are enhanced with respect to the SM for large tan � values, resulting in increased branching
fractions to ⌧ leptons and b-quarks,1 as well as a higher cross section for Higgs boson production in
association with b-quarks. This has motivated a variety of searches for a scalar boson in ⌧⌧ and bb final
states at LEP [22], the Tevatron [23–25] and the LHC [26–32].
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Figure 1: Lowest-order Feynman diagrams for the production of a neutral MSSM Higgs boson via (a) gluon–gluon
fusion and b-associated production in the (b) four-flavour and (c) five-flavour schemes of a neutral MSSM Higgs
boson.

This paper presents the results of a search for neutral MSSM Higgs bosons in the ⌧⌧ decay mode using
13.3 fb�1 of LHC proton–proton (pp) collision data collected with the ATLAS detector [33] in 2015
and 2016 at a centre-of-mass energy of 13 TeV. From this dataset, 3.2 fb�1 were collected in 2015 and
10.1 fb�1 in 2016. The search considers the ⌧lep⌧had and ⌧had⌧had decay modes, where ⌧lep represents the

1 Throughout this paper the inclusion of charge-conjugate decay modes is implied.

2

• 2HDM, five spin-0 states: CP-even h and H, CP-odd A, CP-even H±

• Defining Higgs sector of MSSM.          tan β ≣ vu/vd 

• Dataset: ≈13.3 fb-1 at √s=13 TeV  (3.2 fb-1 from 2015 and 10.1 fb-1 from 2016)

• Improvement on the limits from the 2015 result submitted to EPJC 
[arix:1608.00890].

• Five signal regions: (lτh, τhτh) ⊗ (b-tag/no) ⊕ high-MET lτh

no b-tag ggF (small tan β) associated b-jets (high tan β)
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A/H→ττ search
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• lτh channel:
single lepton triggers,
pT(e/µ) > 30 GeV offline and isolated,
use MET trigger for MET > 150 GeV,
medium τh (eff 55%) with pT > 25 GeV,
opposite charges, no more leptons,
Δɸ(τh, e/µ) > 2.4,
mT(e/µ, MET) < 40 GeV (reject W+jets)
veto mvis(e, τh)= 80-110 GeV (reject Z→ee)
b-tag (eff 77%) or no-btag.

• τhτh channel:
single τh triggers,
pT(τh) > 80 GeV or 110 GeV (run dependent),
medium τh (eff 55%) with pT > 140 GeV,
loose (60%) 2nd τh with pT > 55 GeV,
opposite charges, no leptons,
Δɸ(τh1, τh2) > 2.7,
b-tag (eff 77%) or no b-tag.

• Sensitivity to jet shapes makes MC modeling of the rates of jets-faking taus 
poor.  Jets-faking taus are data-driven with the fake-factor method, weighting 
taus in data that failed ID by a fake factor measured in fake-rich control 
regions.

• Other backgrounds from Z→ττ, tt, and others are estimated with MC 
(with appropriate scale-factors), checked in validation regions.

Event selection

Background estimation

[ATLAS-CONF-2016-085]
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A/H→ττ search
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Figure 4: The distribution of mtot
T for the (a) b-veto, (b) b-tag, (c) high-Emiss

T categories of the ⌧lep⌧had and (d) b-veto,
(e) b-tag categories of the ⌧had⌧had channel, The label “Others” in (d) and (e) refers to contributions from diboson,
Z (``)+jets and W (`⌫)+jets production. The binning displayed is that entering into the statistical fit discussed
in Section 8. The predictions and uncertainties for the background processes are obtained from the fit under the
hypothesis of no signal. The expectations from signal processes are superimposed. Overflows are included in the
last bin of the distributions.
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Hypothesis tests are done 
with frequentist CLs 
method, using the total 
transverse mass, mTtot, as the 
discriminating variable. Post 
fit plots in all categories 
(consistent with the SM):
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Figure 4: The distribution of mtot
T for the (a) b-veto, (b) b-tag, (c) high-Emiss

T categories of the ⌧lep⌧had and (d) b-veto,
(e) b-tag categories of the ⌧had⌧had channel, The label “Others” in (d) and (e) refers to contributions from diboson,
Z (``)+jets and W (`⌫)+jets production. The binning displayed is that entering into the statistical fit discussed
in Section 8. The predictions and uncertainties for the background processes are obtained from the fit under the
hypothesis of no signal. The expectations from signal processes are superimposed. Overflows are included in the
last bin of the distributions.

17

E
ve

n
ts

 /
 G

e
V

2−10

1−10

1

10

210

310

410

510

610

710 Data 

ττ→H/A

 = 20β= 600 GeV, tan Am

 fakesτ l,→Jet

ττ →Z

, single toptt

Diboson

µµ ee / →Z 

Uncertainty

Pre-fit background

ATLAS Preliminary

 -1 = 13 TeV, 13.3 fbs

hadτlepτ →H/A 

b-veto

 [GeV]tot
Tm

100 200 300 400 500 600

D
a

ta
/P

re
d

0.5
1

1.5

(a) ⌧lep⌧had b-veto category

E
ve

n
ts

 /
 G

e
V

2−10

1−10

1

10

210

310

410

510
Data 

ττ→H/A

 = 20β= 600 GeV, tan Am

 fakesτ l,→Jet

ττ →Z

, single toptt

Diboson

µµ ee / →Z 

Uncertainty

Pre-fit background

ATLAS Preliminary

 -1 = 13 TeV, 13.3 fbs

hadτlepτ →H/A 

b-tag

 [GeV]tot
Tm

50 100 150 200 250 300 350 400 450 500

D
a

ta
/P

re
d

0.5
1

1.5

(b) ⌧lep⌧had b-tag category

E
ve

n
ts

 /
 G

e
V

2−10

1−10

1

10

210

310

410 Data 

ττ→H/A

 = 20β= 600 GeV, tan Am

 fakesτ l,→Jet

ττ →Z

, single toptt

Diboson

µµ ee / →Z 

Uncertainty

Pre-fit background

ATLAS Preliminary

 -1 = 13 TeV, 13.3 fbs

hadτlepτ →H/A 
miss

T
high-E

 [GeV]tot
Tm

100 200 300 400 500 600 700

D
a

ta
/P

re
d

0.5
1

1.5

(c) ⌧lep⌧had high-Emiss
T category

E
ve

n
ts

 /
 G

e
V

2−10

1−10

1

10

210

310

Data 

ττ→H/A

 = 20β= 600 GeV, tan Am

Multi-jet

ττ →Z

 + jetsντ→W

, single toptt

Others

Uncertainty

Pre-fit background

ATLAS Preliminary

 -1 = 13 TeV, 13.2 fbs

hadτhadτ →H/A 

b-veto

 [GeV]tot
Tm

200 300 400 500 600 700 800 9001000

D
a

ta
/P

re
d

0.5
1

1.5

(d) ⌧had⌧had b-veto category

E
ve

n
ts

 /
 G

e
V

2−10

1−10

1

10

210 Data 

ττ→H/A

 = 20β= 600 GeV, tan Am

Multi-jet

ττ →Z

 + jetsντ→W

, single toptt

Others

Uncertainty

Pre-fit background

ATLAS Preliminary

 -1 = 13 TeV, 13.2 fbs

hadτhadτ →H/A 

b-tag

 [GeV]tot
Tm

150 200 250 300 350 400 450 500 550 600

D
a

ta
/P

re
d

0.5
1

1.5

(e) ⌧had⌧had b-tag category

Figure 4: The distribution of mtot
T for the (a) b-veto, (b) b-tag, (c) high-Emiss

T categories of the ⌧lep⌧had and (d) b-veto,
(e) b-tag categories of the ⌧had⌧had channel, The label “Others” in (d) and (e) refers to contributions from diboson,
Z (``)+jets and W (`⌫)+jets production. The binning displayed is that entering into the statistical fit discussed
in Section 8. The predictions and uncertainties for the background processes are obtained from the fit under the
hypothesis of no signal. The expectations from signal processes are superimposed. Overflows are included in the
last bin of the distributions.
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A/H→ττ search

13[ATLAS-CONF-2016-085]
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Figure 5: The observed and expected 95% CL limits on the production cross section times branching fraction of a
scalar particle decaying to a ⌧⌧ pair are shown for the combination of the ⌧lep⌧had and the ⌧had⌧had channels. For
comparison, the expected limits for the individual channels, ⌧lep⌧had and ⌧had⌧had, are shown as well. The production
mechanism of H/A ! ⌧⌧ is assumed to be (a) gluon–gluon fusion or (b) b-associated production. The observed
and expected 95% CL limits on tan � as a function of mA are shown in (c) for the MSSM mmod+

h
scenario and (d) for

the hMSSM scenario. In the case of the ⌧had⌧had channel, the mass range under study is 300 GeV–1.2 TeV. In the
case of the hMSSM scenario, exclusion limits are set also in the low tan � and mA = 200 GeV region and around
the mass value mA = 350 GeV. The exclusion limits are compared to the ATLAS 2015 H/A ! ⌧⌧ search result
of Ref. [31]. For the hMSSM scenario, the exclusion arising from the SM Higgs boson coupling measurements of
Ref. [110] is also shown.

19

• Set limits on the mhmod+ and hMSSM benchmark models.

• In both cases, exclude tan β ≳ 10 for mA ≈ 200-400 GeV,
tan β ≳ 25-35 for mA ≈ 1 TeV @ 95% CL.
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Figure 5: The observed and expected 95% CL limits on the production cross section times branching fraction of a
scalar particle decaying to a ⌧⌧ pair are shown for the combination of the ⌧lep⌧had and the ⌧had⌧had channels. For
comparison, the expected limits for the individual channels, ⌧lep⌧had and ⌧had⌧had, are shown as well. The production
mechanism of H/A ! ⌧⌧ is assumed to be (a) gluon–gluon fusion or (b) b-associated production. The observed
and expected 95% CL limits on tan � as a function of mA are shown in (c) for the MSSM mmod+

h
scenario and (d) for

the hMSSM scenario. In the case of the ⌧had⌧had channel, the mass range under study is 300 GeV–1.2 TeV. In the
case of the hMSSM scenario, exclusion limits are set also in the low tan � and mA = 200 GeV region and around
the mass value mA = 350 GeV. The exclusion limits are compared to the ATLAS 2015 H/A ! ⌧⌧ search result
of Ref. [31]. For the hMSSM scenario, the exclusion arising from the SM Higgs boson coupling measurements of
Ref. [110] is also shown.
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Figure 1. Example of a leading-order Feynman diagram for the production of tt̄ events arising from
gluon fusion, where a top quark decays to a charged Higgs boson, followed by the decay H+ → τν.

2 Data and simulated events

The ATLAS detector [17] consists of an inner tracking detector with a coverage in pseudo-

rapidity2 up to |η| = 2.5, surrounded by a thin 2 T superconducting solenoid, a calorimeter

system extending upto |η| = 4.9 for the detection of electrons, photons and hadronic jets,

and a large muon spectrometer extending up to |η| = 2.7 that measures the deflection of

muon tracks in the field of three superconducting toroid magnets. A three-level trigger sys-

tem is used. The first level trigger is implemented in hardware, using a subset of detector

information to reduce the event rate to a design value of at most 75 kHz. This is followed

by two software-based trigger levels, which together reduce the event rate to about 300 Hz.

Only data taken with all ATLAS sub-systems operational are used. It results in an in-

tegrated luminosity of 4.6 fb−1 for the 2011 data-taking period. The integrated luminosity

has an uncertainty of 3.9%, measured as described in Refs. [18, 19] and based on the whole

2011 dataset. Following basic data quality checks, further event cleaning is performed by

demanding that no jet is consistent with having originated from instrumental effects, such

as large noise signals in one or several channels of the hadronic end-cap calorimeter, co-

herent noise in the electromagnetic calorimeter, or non-collision backgrounds. In addition,

events are discarded if the reconstructed vertex with the largest sum of squared track mo-

menta has fewer than five associated tracks with transverse momenta pT > 400 MeV.

The background processes that enter this search include the SM pair production of top

quarks tt̄ → bb̄W+W−, as well as the production of single top quark, W+jets, Z/γ∗+jets,

diboson and multi-jet events. Data-driven methods are used in order to estimate the multi-

jet background, as well as the backgrounds with intrinsic missing transverse momentum

where electrons or jets are misidentified as hadronically decaying τ leptons. The modelling

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,φ) are used in the transverse

plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the

polar angle θ as η = − ln tan(θ/2).

– 3 –
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Charged Higgs
• 2HDM, five spin-0 states:

CP-even h and H, CP-odd A, CP-even H±

• Produced through top decays: 
t±→bH±   (for mH

+ < mt)

• For tan β > 2 and mH+ < mt , 
H±→τ±ν dominant decay
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Figure 1. Example of a leading-order Feynman diagram for the production of tt̄ events arising from
gluon fusion, where a top quark decays to a charged Higgs boson, followed by the decay H+ → τν.
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The ATLAS detector [17] consists of an inner tracking detector with a coverage in pseudo-

rapidity2 up to |η| = 2.5, surrounded by a thin 2 T superconducting solenoid, a calorimeter

system extending upto |η| = 4.9 for the detection of electrons, photons and hadronic jets,

and a large muon spectrometer extending up to |η| = 2.7 that measures the deflection of

muon tracks in the field of three superconducting toroid magnets. A three-level trigger sys-

tem is used. The first level trigger is implemented in hardware, using a subset of detector

information to reduce the event rate to a design value of at most 75 kHz. This is followed

by two software-based trigger levels, which together reduce the event rate to about 300 Hz.

Only data taken with all ATLAS sub-systems operational are used. It results in an in-

tegrated luminosity of 4.6 fb−1 for the 2011 data-taking period. The integrated luminosity

has an uncertainty of 3.9%, measured as described in Refs. [18, 19] and based on the whole

2011 dataset. Following basic data quality checks, further event cleaning is performed by

demanding that no jet is consistent with having originated from instrumental effects, such

as large noise signals in one or several channels of the hadronic end-cap calorimeter, co-

herent noise in the electromagnetic calorimeter, or non-collision backgrounds. In addition,

events are discarded if the reconstructed vertex with the largest sum of squared track mo-

menta has fewer than five associated tracks with transverse momenta pT > 400 MeV.

The background processes that enter this search include the SM pair production of top

quarks tt̄ → bb̄W+W−, as well as the production of single top quark, W+jets, Z/γ∗+jets,

diboson and multi-jet events. Data-driven methods are used in order to estimate the multi-

jet background, as well as the backgrounds with intrinsic missing transverse momentum

where electrons or jets are misidentified as hadronically decaying τ leptons. The modelling

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,φ) are used in the transverse

plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the

polar angle θ as η = − ln tan(θ/2).
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Fig. 10: Branching ratios of the charged MSSM Higgs boson in themmax
h (upper row),mmod+

h (middle row) and
the mmod−

h (lower row) scenario as a function of MH± . The left (right) column shows the results for tanβ =

10(50).
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• bbτhνjj topology
MET trigger with MET > 70-90 GeV,
offline MET > 150 GeV,
1 medium τh (eff 55%) with pT > 40 GeV,
3 or more jets with pT > 25 GeV,
1 of which must be b-tagged,
no electrons or muons.

• discriminating variable:

• Jets-faking taus are data-driven with the fake-factor method, weighting taus 
in data that failed ID by a fake factor measured in fake-rich control regions.

• Other backgrounds from Z→ττ, W+jets, tt, and others are estimated with 
MC (with appropriate scale-factors), checked in validation regions.

Event selection

Background estimation

[ATLAS-CONF-2016-088]

H+	à	τν	:	selecAon	

5	

ET
miss	>		

150	GeV	

1	τhad		
pT	>	40	GeV	

≥	3	jets		
pT	>	25	GeV	

≥	1	b-tag	

e/μ	veto	

  Measured		
in	data	

  Discriminant:	mT	>	50	GeV	

ET
miss	trigger	

A*ε	=	1.1	-	10	%	for	200	-	1000	GeV	

  Hadronic	τ	+	hadronic	top	decay	

• No electron or muon with a transverse energy or momentum above 20 GeV;

• Emiss
T > 150 GeV.

The Emiss
T trigger e�ciency is measured in data and then used to reweight the simulated events, rather

than relying on the modeling of Emiss
T trigger in the simulation. This measurement is performed in a

control region of the data that is orthogonal to the signal region described above, while retaining as
many similarities as possible. For this purpose, events passing a single-electron trigger with a transverse
energy threshold at 24 GeV are considered and required to contain exactly one electron matched to the
corresponding trigger object, exactly one ⌧had-vis and two or more jets, of which at least one is b-tagged.
Both the electron and the ⌧had-vis fulfil loose identification criteria in order to improve the statistical
precision, with little impact on the measured Emiss

T turn-on curve. The trigger e�ciency measurement is
performed separately for two di�erent triggers used in 2015 and 2016.

For the selected events, the transverse mass mT of the ⌧had-vis and Emiss
T system is used a discriminant

variable for the search, is defined as:

mT =
q

2p⌧TEmiss
T (1 � cos��⌧,Emiss

T
), (1)

where ��⌧,Emiss
T

is the azimuthal angle between the ⌧had-vis and the direction of the missing transverse
momentum. In the ⌧+jets channel, this discriminating variable takes values lower than the W boson mass
for W ! ⌧⌫ decays in background events and lower than the H+ mass for signal events, in the absence of
detector resolution e�ects.

A requirement of mT > 50 GeV is applied in order to reject events with mismeasured Emiss
T , where ⌧had-vis

is nearly aligned with the direction of the missing transverse momentum.

5 Background modelling

In this search, the backgroung processes are tt̄, single-top-quark, W+jets, Z/�⇤+jets, diboson and multi-jet
(MJ) events. Backgrounds are categorised based on the object that gives rise to the identified ⌧had-vis.

The “jet ! ⌧had-vis” background includes multi-jet events and other processes where a quark- or gluon-
initiated jet is reconstructed and selected as the ⌧had-vis candidate. This background is estimated with a data-
driven method. For this purpose, a control region populated primarily with misidentified ⌧had-vis candidates
is defined by using the same requirements as for the ⌧+jets signal region, except that Emiss

T < 80 GeV
and that the number of b-tagged jets is zero. The fake factor (FF) is defined as the ratio of the number
of misidentified ⌧had-vis candidates fulfilling the nominal object selection to the number of misidentified
⌧had-vis candidates satisfying an “anti-⌧had-vis” selection. This anti-⌧had-vis selection is defined by inverting
the ⌧had-vis identification criteria while maintaining a loose requirement on the BDT output score, which
selects the similar kind of objects mimicking ⌧had-vis candidates as those fulfilling the identification criteria.
The FFs are parameterised as functions of pT and number of tracks in the ⌧had decay, separately for the data
collected in 2015 and 2016, as illustrated in Figure 2. After subtracting ⌧had-vis candidates not fulfilling the

6

Dataset ≈14.7 fb-1 at √s=13 TeV, 2015+2016
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identification criteria but matching a true ⌧had at generator level, the number of events with a misidentified
⌧had-vis in the signal region (N⌧had-vis

fakes ) is derived from the subset of anti-⌧had-vis candidates as follows:

N⌧had-vis
fakes =

X

i

Nanti�⌧had-vis (i) ⇥ FF(i), (2)

where the index i refers to each bin in terms of pT and number of tracks in the ⌧had decay (two categories:
1-prong and 3-prong), in which the FF is evaluated. FF’s derived the way described above show a limited
dependence on the average number of collisions per bunch crossing (pileup). It has been checked that,
due to selection bias, the profile of the pileup is not exactly identical in the signal region and the control
region used for FF extraction. A corresponding systematic uncertainty has been attributed.
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Backgrounds arising from events in which an isolated electron or muon is misidentified as a ⌧had-vis only
contribute at the level of 3% to the total background, with misidentified muons contributing about one
order of magnitude less than misidentified electrons. These backgrounds are estimated with simulation
and include contributions from tt, single-top-quark, W/Z+jets and diboson processes. If an electron
is misidentified as a ⌧had-vis, a correction factor is applied to the event in order to account for the
misidentification rate measured in data in Z ! e+e� on-shell events, where one electron is reconstructed
as a ⌧had-vis.

The backgrounds with a true ⌧had are estimated using simulation. The two dominant processes, tt̄ and
W ! ⌧⌫, are validated in two dedicated control regions, which di�er from the nominal event selection
by the requirements that mT < 100 GeV, and that the number of b-tagged jets be either at least two (for
the control region enriched with tt̄ events) or zero (for the control region enriched with W ! ⌧⌫ events).
The mT distributions that are predicted and measured in the above background-enriched control regions
are displayed in Figures 3 and 4. The relative signal contamination in the control region enriched in
W ! ⌧⌫ events is about two orders of magnitude smaller than the expected fraction of H+ ! ⌧⌫ events
in the signal region. The control region enriched in tt events has a small overlap with the signal region, as
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Fake factors mT in signal selection

• Fake factors are 1-30% (weighting events in data down improves stats).

• Signal region dominated by top events with fakes in the tail.

  True	τhad:	MC	normalised/checked		in		
																		CRs	with	mT	<	100	GeV		

W+jets	normalised	in	0	b-jet		
ubar	validated	≥	2	b-jets	

  Jet	à	τhad	fakes:	Fake	Factor	(FF)	
  Template	from	anA-ID	τhad	data	
  Normalised	in	ETmiss	<	80	GeV,	0	b-tag	

H+	à	τν	:	background	modelling	

6	
(Small	e/μ	à	τhad	fakes	directly	from	MC)	
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Model indepedent limit

Source of systematic Impact on the expected limit (in %)
uncertainty mH+ = 200 GeV mH+ = 1000 GeV
Experimental

luminosity 1.5 0.9
trigger < 0.1 < 0.1
⌧had-vis 1.0 1.4
jet 3.0 0.2
Emiss

T < 0.1 < 0.1
Fake factors 0.8 4.7
Signal and background models

tt̄ modelling 13.2 3.5
H+ signal modelling 1.4 1.4

Table 2: Impact of various sources of uncertainty on the expected 95% CL exclusion limit, for two H+ mass
hypotheses: 200 and 1000 GeV. The impact is obtained by comparing the nominal expected limit with the expected
limit when a certain set of uncertainties is not included in the limit-setting procedure.
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hMSSM interpretation

• σ⨉BR ≲ 2 pb for mH± = 200 GeV,  σ⨉BR ≲ 8 fb for 2 TeV @ 95% CL

• Excludes tan β ≳ 40-60 for mH± = 200-600 GeV @ 95% CL.

• Updates previous result with only 2015 data [arxiv:1603.09203].
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A brief introduction to Supersymmetry

SUSY can solve these problems

I Could explain Dark Matter

I Alleviates hierarchy problem

I Allows for gauge coupling unification

How?

I Generalization of SM: symmetry
between force and matter particles

I Introduces sfermions and gauginos
) doubles particle content wrt SM

Sfermions: q, ` ! q̃, ˜`
Gauginos: e.g. g  ! g̃

But. . .

I With ⇠100 free parameters ) wide
range of possible exp. signatures

So, SUSY is theoretically appealing,

phenomenologically rich, and therefore

experimentally challenging

From 8 TeV to 13 TeV

From http://inspirehep.net/record/1326406

run 1 limit

⌅ large increase of SUSY cross-section
from 8 to 13 TeV :

• �(g̃ g̃) ⇥ 30 for m(g̃) =1.4 TeV

• �(t̃t̃) ⇥ 8 for m(t̃) = 700 GeV

• �(�̃�̃) ⇥ 4 for m(�̃) = 500 GeV

I focus on gluino and third generation squarks searches with 2015 data, with a discovery
potential beyond run 1 limits even with 3 fb�1 of 13 TeV data

I discovery potential of EW SUSY beyond run 1 limits will be reached with 2016 data

A. Marzin (CERN) SUSY searches with ATLAS 16 février 2016 12 / 52

(arXiv:1411.1427)

8 TeV! 13 TeV) �(SUSY) grows:

I �(g̃g̃)⇥ 30 for mg̃ = 1.4 TeV

I �(

˜t˜t)⇥ 8 for m
˜t = 700 GeV

I �(�̃�̃)⇥ 4 for m�̃ = 500 GeV

In contrast: �(t¯t)⇥ 3.3) S/B boost

Early Run II priorities:

I Optimize for discovery, keep analyses
simple and robust

I Target strong production of g̃ and q̃,
then EW prod. with increased

R
Ldt 5 / 43

• alleviates the EW hierarchy 
problem

• could explain dark matter

• allows for gauge unification

• more than 100 parameters in general

• theoretically attractive, but 
experimentally challenging to untangle

• collider phenomenology dominated by 
the type of NLSP,  how it is produced 
and decays.

• Third generation especially important 
for EW naturalness.

• Tau motivation: interesting possibilities 
with stau NLSP. 

Why SUSY?

Challenges:

• increasing √s from 8 to 13 TeV 
significantly opens up possiblities 
for SUSY production!

• two SUSY searches discussed 
here use 13.2 and 14.8 fb-1 of 
data at 13 TeV from 2015+2016.

Run-2 advantage:
stop⨉8wino⨉4
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• single lepton triggers

• 1 pT(e/µ) > 25 GeV offline and isolated

• 1 medium τh (eff 55%) with pT > 70 GeV,

• opposite charges, no more leptons,

• 2 jets pT > 50, 20 GeV,
at least 1 b-tag (eff 77%),

• MET > 180 GeV,

• mT2 > 100 GeV
“stranverse mass” [arxiv:9906349] :

Event selection

Background estimation

[ATLAS-CONF-2016-048]

Variable SR requirement

Nb-jet � 1
Emiss

T > 180 GeV
pT(⌧) > 70 GeV
mT2(`,⌧) > 100 GeV

Table 1: Selection requirements for the signal region (SR).

To account for an imperfect modelling of the reconstruction and identification e�ciencies and energy
scales of physics objects by the simulation, each reconstructed object in a simulated event receives a
weight (“scale factor”). Scale factors needed to correctly model object vetoes, for example for incorrectly
b-tagged light jets, are included as well. The product of all object scale factors is applied as an event
weight.

Events are selected with single-electron and single-muon triggers, using the lowest unprescaled pT thresh-
olds available. These triggers are at their maximal e�ciency for the requirements on the lepton transverse
momentum imposed by the event selection described below. The events are required to have a reconstruc-
ted vertex [66] with at least two associated tracks with pT > 400 MeV. The vertex with the highest sum
of squared track transverse momenta is used as primary vertex.

All events must pass a common preselection, which requires exactly one selected tau lepton and one
light lepton, which further needs to correspond to the single-lepton trigger object. Events with additional
baseline leptons are rejected. The tau lepton and the light lepton must have opposite charge. Two jets, the
leading one with pT > 50 GeV, are required.

Table 1 shows the selection requirements defining the signal region (SR), which is optimised to reject the
background as much as possible while keeping a good signal acceptance. The most important variable in
the SR definition is mT2(`,⌧), which is a variant of the stransverse mass mT2, defined as:

m2
T2 = min

~q1+~q2= ~E
miss
T

f
max

(
m2

T(~p1,~q1),m2
T(~p2,~q2)

)g
 M2, (1)

where M is the mass of two identical intermediate particles both decaying into one visible and one in-
visible particle [67–69]. For mT2(`,⌧), the four-momenta of the light lepton and the hadronic tau lepton
are used as inputs, and the invisible particles are assumed to be massless. In this expression, mT(`) is
the transverse mass, computed from Emiss

T , the pT of the light lepton, and the angle between them in the
transverse plane. This setup targets tt̄ events, with W bosons as the intermediate particles, and therefore
mT2(`,⌧) is bounded from above by the W -boson mass, while the signal has a much broader distribu-
tion. In addition to mT2(`,⌧), the invariant mass of the tau lepton and the light lepton, m(`,⌧), is used
in the definition of control regions (CR), each of which is designed to be enriched in a certain type of
background process.

5. Background Estimation

The general strategy for the estimation of the SM background processes in the signal region is to use a
data-driven normalisation of the expected contributions from tt̄ and W+ jets in dedicated control regions.
The contributions of all background processes are taken into account in a simultaneous fit of all control
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Figure 4: Distributions of the variables used in the signal-region (SR) definition after applying all signal-region
requirements but the one on the respective variable: tau pT (top left), mT2(`,⌧) (top right), Emiss

T (bottom left), and
the number of b-tagged jets (bottom right), all after the fit. The plots show distributions for the expected background
contributions from the fit (shaded histograms) and their sum (blue line), the observed data (black dots), and one
example signal model (red dashed line) with m(t̃1) = 700 GeV and m(⌧̃1) = 540 GeV. The requirements defining
the signal region are indicated by vertical dashed lines and arrows. The error bands indicate the statistical and
systematic uncertainties. The rightmost bin includes the overflow.

uncertainty on µfake. A 12 % contribution results from the uncertainty on the modelling of the pile-up
distribution. All remaining systematic uncertainties combined have an e↵ect of approximately 6 % on the
estimated SR yield.

7. Results

Figure 4 shows distributions of the tau pT, mT2(`,⌧), Emiss
T , and the number of b-tagged jets after applying

the signal-region selection except for the requirement on the variable itself. The events observed in data
are shown as well as the expected contributions from SM backgrounds and a distribution for a benchmark
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t̃

t̃

⌧̃

⌧̃

p

p

b ⌫

G̃

⌧

⌫b

G̃

⌧

Figure 1: The simplified model targeted by the analysis presented in this note. The branching ratios are assumed
to be 100 % for both decays, and all sparticles not appearing in this diagram are assumed to be too massive to be
relevant for the observable kinematics.

1. Introduction

Supersymmetry (SUSY) [1–7] adds to the symmetries of the Standard Model (SM) [8] a symmetry con-
necting bosons and fermions, thereby providing answers to several of the open questions in the SM. It
predicts the existence of new particles which di↵er in spin by one half-unit with respect to their SM part-
ners. In models where R-parity is conserved [9], the superpartners of the SM particles (sparticles) are
produced in pairs and the lightest supersymmetric particle (LSP) is stable, providing a viable candidate
for dark matter.

This note studies Supersymmetry in a benchmark scenario motivated by gauge-mediated SUSY breaking
(GMSB) [10–12] and natural gauge mediation (nGM) [13]. In this scenario, only three sparticles are
assumed to be su�ciently light to be relevant in collider phenomenology: the lighter top squark t̃1 (stop),
the lighter tau slepton ⌧̃1 (stau), and a nearly massless gravitino G̃ as LSP (m(G̃) < 1 GeV).

The search strategy is optimised using simplified models with this limited sparticle content, the varied
parameters being the sfermion masses m(t̃1) and m(⌧̃1), assuming a branching ratio of 100 % for the
decay illustrated in Figure 1: t̃1 ! b⌧̃1⌫⌧ followed by ⌧̃1 ! ⌧G̃.

The usual choice of the lightest neutralino �̃0
1 as LSP would suggest a high branching ratio of t̃1 ! t �̃0

1,
which has been studied elsewhere [14–19]. The stop is assumed to be light [20, 21] and directly pair-
produced through the strong interaction. The search uses proton–proton (pp) collision data collected with
the ATLAS detector at

p
s = 13 TeV in 2015 and early 2016, with a combined integrated luminosity of

13.2 fb�1.

Previous analyses considering the same (ATLAS) or a comparable model (LEP) have set exclusion limits
on the masses of t̃1 and ⌧̃1 of 650 GeV [22] and 87 GeV [23], respectively. The higher centre-of-mass
energy in Run 2 of the LHC increases the e↵ective parton luminosity for the production of heavy particles,
resulting in a higher sensitivity despite the lower integrated luminosity. In this note, events are considered
only where one of the tau leptons decays hadronically, the other into a light lepton (electron or muon).

This note is structured as follows: Section 2 gives a brief description of the ATLAS detector. Section 3
defines the recorded and simulated events used in the analysis, Section 4 summarises the reconstruction of
physics objects and the event selection. The background determination is described in Section 5, and the
methods used to derive the corresponding systematic uncertainties are discussed in Section 6. Section 7
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Variable SR requirement

Nb-jet � 1
Emiss

T > 180 GeV
pT(⌧) > 70 GeV
mT2(`,⌧) > 100 GeV

Table 1: Selection requirements for the signal region (SR).

To account for an imperfect modelling of the reconstruction and identification e�ciencies and energy
scales of physics objects by the simulation, each reconstructed object in a simulated event receives a
weight (“scale factor”). Scale factors needed to correctly model object vetoes, for example for incorrectly
b-tagged light jets, are included as well. The product of all object scale factors is applied as an event
weight.

Events are selected with single-electron and single-muon triggers, using the lowest unprescaled pT thresh-
olds available. These triggers are at their maximal e�ciency for the requirements on the lepton transverse
momentum imposed by the event selection described below. The events are required to have a reconstruc-
ted vertex [66] with at least two associated tracks with pT > 400 MeV. The vertex with the highest sum
of squared track transverse momenta is used as primary vertex.

All events must pass a common preselection, which requires exactly one selected tau lepton and one
light lepton, which further needs to correspond to the single-lepton trigger object. Events with additional
baseline leptons are rejected. The tau lepton and the light lepton must have opposite charge. Two jets, the
leading one with pT > 50 GeV, are required.

Table 1 shows the selection requirements defining the signal region (SR), which is optimised to reject the
background as much as possible while keeping a good signal acceptance. The most important variable in
the SR definition is mT2(`,⌧), which is a variant of the stransverse mass mT2, defined as:

m2
T2 = min

~q1+~q2= ~E
miss
T

f
max

(
m2

T(~p1,~q1),m2
T(~p2,~q2)

)g
 M2, (1)

where M is the mass of two identical intermediate particles both decaying into one visible and one in-
visible particle [67–69]. For mT2(`,⌧), the four-momenta of the light lepton and the hadronic tau lepton
are used as inputs, and the invisible particles are assumed to be massless. In this expression, mT(`) is
the transverse mass, computed from Emiss

T , the pT of the light lepton, and the angle between them in the
transverse plane. This setup targets tt̄ events, with W bosons as the intermediate particles, and therefore
mT2(`,⌧) is bounded from above by the W -boson mass, while the signal has a much broader distribu-
tion. In addition to mT2(`,⌧), the invariant mass of the tau lepton and the light lepton, m(`,⌧), is used
in the definition of control regions (CR), each of which is designed to be enriched in a certain type of
background process.

5. Background Estimation

The general strategy for the estimation of the SM background processes in the signal region is to use a
data-driven normalisation of the expected contributions from tt̄ and W+ jets in dedicated control regions.
The contributions of all background processes are taken into account in a simultaneous fit of all control
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(visible-invisible pair)

• estimated with MC normalized in control 
regions

• separate CRs for W+jets and ttbar, with and 
without a fake hadronic tau.

strong production
stau NLSP

expands more general
strong search with taus [1607.05979]
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Figure 6: Expected and observed exclusion limits at 95 % CL for the simplified model and for 13.2 fb�1 of integrated
luminosity at

p
s = 13 TeV. For comparison, the plot also includes the previous ATLAS exclusion contour [22]

and the limit on the mass of the stau set by the LEP experiments [23].
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• Motivated by GMSB with natural gauge mediation (nGM) ⇒ only 3 light 

sparticles: stop, stau, nearly massless gravitino.

• Excludes stop masses ≲ 600-870 GeV @ 95% CL depending on stau mass.

• Significantly extends the previous Run-1 limit.
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Table 6: Observed and expected numbers of events in the signal regions for 14.8 fb�1. The contributions of multi-jet
and W+jets events are scaled with the corresponding normalisation factors. Expected event yields for the SUSY
reference points (defined in Section 3) are also given. The shown uncertainties are the sum in quadrature of
statistical and systematic uncertainties. The correlation of systematic uncertainties among control regions and
among background processes is fully taken into account. The observed and expected 95 % CL upper limits on the
visible non-SM cross section (�95

vis), and the number of signal events (S95
obs) are given. The confidence level observed

for the background-only hypothesis, CLb , is also shown.

SM process SR-C1C1 SR-C1N2
diboson 1.8 ± 0.7 2.3 ± 0.9
W+jets 0.57± 0.33 0.67± 0.34

top 0.35+0.47
�0.35 0.6 ± 0.5

Z+jets 0.29 ± 0.12 0.28 ± 0.12
multi-jet 2.1 ± 1.6 2.1 ± 1.6
SM total 5.1 ± 2.0 5.9 ± 2.1
Observed 3 3

Reference point 1 10.1 ± 2.0 13.0 ± 2.6
Reference point 2 10.4 ± 2.0 10.4 ± 2.0
Expected �95

vis [fb] 0.41+0.20
�0.12 0.43+0.21

�0.12
Observed �95

vis [fb] 0.33 0.32
S

95
obs 4.9 4.7

CLb 0.28 0.22
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Figure 6: The mT2 distribution before the mT2 requirement is applied for SR-C1C1 (left) and SR-C1N2 (right),
where the arrow indicates the position of the cut in the signal region. The stacked histograms show the expected
SM backgrounds normalised to 14.8 fb�1. The multi-jet contribution is estimated from data using the ABCD
method. The contributions of multi-jet and W+jets events are scaled with the corresponding normalisation factors.
The hatched bands represent the sum in quadrature of systematic and statistical uncertainties on the total SM
background. For illustration, the distributions of the SUSY reference points (defined in Section 3) are also shown
as dashed lines. The lower panels show the ratio of data to the total SM background estimate.
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• ditau + MET trigger

• at least 2 medium τh (eff 55%) with
pT > 50/40/20 GeV,

• at least 2 of which have opposite charges,

• MET > 150 GeV,

• no b-jets, Z→ττ veto

• mT2 > 70 GeV  (stranverse mass)

• no leptons (in a 2nd signal region)

Event selection

Background estimation

[ATLAS-CONF-2016-093]

Variable SR requirement

Nb-jet � 1
Emiss

T > 180 GeV
pT(⌧) > 70 GeV
mT2(`,⌧) > 100 GeV

Table 1: Selection requirements for the signal region (SR).

To account for an imperfect modelling of the reconstruction and identification e�ciencies and energy
scales of physics objects by the simulation, each reconstructed object in a simulated event receives a
weight (“scale factor”). Scale factors needed to correctly model object vetoes, for example for incorrectly
b-tagged light jets, are included as well. The product of all object scale factors is applied as an event
weight.

Events are selected with single-electron and single-muon triggers, using the lowest unprescaled pT thresh-
olds available. These triggers are at their maximal e�ciency for the requirements on the lepton transverse
momentum imposed by the event selection described below. The events are required to have a reconstruc-
ted vertex [66] with at least two associated tracks with pT > 400 MeV. The vertex with the highest sum
of squared track transverse momenta is used as primary vertex.

All events must pass a common preselection, which requires exactly one selected tau lepton and one
light lepton, which further needs to correspond to the single-lepton trigger object. Events with additional
baseline leptons are rejected. The tau lepton and the light lepton must have opposite charge. Two jets, the
leading one with pT > 50 GeV, are required.

Table 1 shows the selection requirements defining the signal region (SR), which is optimised to reject the
background as much as possible while keeping a good signal acceptance. The most important variable in
the SR definition is mT2(`,⌧), which is a variant of the stransverse mass mT2, defined as:

m2
T2 = min

~q1+~q2= ~E
miss
T

f
max

(
m2

T(~p1,~q1),m2
T(~p2,~q2)

)g
 M2, (1)

where M is the mass of two identical intermediate particles both decaying into one visible and one in-
visible particle [67–69]. For mT2(`,⌧), the four-momenta of the light lepton and the hadronic tau lepton
are used as inputs, and the invisible particles are assumed to be massless. In this expression, mT(`) is
the transverse mass, computed from Emiss

T , the pT of the light lepton, and the angle between them in the
transverse plane. This setup targets tt̄ events, with W bosons as the intermediate particles, and therefore
mT2(`,⌧) is bounded from above by the W -boson mass, while the signal has a much broader distribu-
tion. In addition to mT2(`,⌧), the invariant mass of the tau lepton and the light lepton, m(`,⌧), is used
in the definition of control regions (CR), each of which is designed to be enriched in a certain type of
background process.

5. Background Estimation

The general strategy for the estimation of the SM background processes in the signal region is to use a
data-driven normalisation of the expected contributions from tt̄ and W+ jets in dedicated control regions.
The contributions of all background processes are taken into account in a simultaneous fit of all control
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Figure 1: Representative diagrams for the electroweak production processes of supersymmetric particles considered
in this work: (left) �̃+1 �̃

�
1 and (right) �̃±1 �̃

0
2 production.

2 The ATLAS detector

The ATLAS detector [40] is a multi-purpose particle physics detector with forward-backward symmetric
cylindrical geometry, and nearly 4⇡ coverage in solid angle3. It features an inner tracking detector (ID)
surrounded by a 2 T superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon
spectrometer (MS). The ID covers the pseudorapidity region |⌘ | < 2.5 and consists of a silicon pixel
detector, a silicon microstrip detector, and a transition radiation tracker. One significant upgrade for thep

s = 13 TeV running period is the presence of the Insertable B-Layer [41], an additional pixel layer
close to the interaction point, which provides high-resolution hits at small radius to improve the tracking
performance. The calorimeters are composed of high-granularity liquid-argon (LAr) electromagnetic
calorimeters with lead, copper, or tungsten absorbers (in the pseudorapidity region |⌘ | < 3.2) and a
steel–scintillator hadronic calorimeter (over |⌘ | < 1.7). The end-cap and forward regions, spanning
1.5 < |⌘ | < 4.9, are instrumented with LAr calorimeters for both the electromagnetic and hadronic
measurements. The MS surrounds the calorimeters and consists of three large superconducting air-core
toroid magnets, each with eight coils, a system of precision tracking chambers (|⌘ | < 2.7), and detectors
for triggering (|⌘ | < 2.4). A two-level trigger system is used to sample events [42].

3 Data and simulated event samples

The analysed dataset, after the application of beam, detector and data quality requirements, corresponds to
an integrated luminosity of 14.8 fb�1 of p–p collision data recorded in 2015 and 2016 at

p
s = 13 TeV with

the ATLAS detector. The preliminary uncertainty on the combined 2015+2016 integrated luminosity
is 2.9 %. It is derived, following a methodology similar to that detailed in Refs. [43] and [44], from
a preliminary calibration of the luminosity scale using x � y beam-separation scans performed in May
2016.

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector,
and the z-axis along the beam line. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards.
Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. Observables
labelled transverse refer to the projection into the x–y plane. The pseudorapidity is defined in terms of the polar angle ✓ by
⌘ = � ln tan(✓/2). The rapidity is defined as y = 0.5 ln[(E + pz )/(E � pz )], where E is the energy and pz the longitudinal
momentum of the object of interest.
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Figure 7: 95 % CL exclusion limits for simplified models with �̃+1 �̃
�
1 production (left) and associated production

of �̃+1 �̃
�
1 and �̃±1 �̃

0
2 (right). See text for details of exclusion curves and uncertainty bands. The LEP limit on

the chargino mass is also shown. Results are compared with the observed limits obtained by previous ATLAS
searches [34] as blue contours.

sensitivity in the low mass region is weaker than Run-1 results since the signal region optimization is
based on reference points with high chargino mass.

11 Conclusion

Searches for the electroweak production of supersymmetric particles in events with at least two hadronically
decaying taus are performed using 14.8 fb�1 of proton–proton collision data at

p
s = 13 TeV recorded with

the ATLAS experiment at the Large Hadron Collider. Agreement between data and SM expectations is
observed in all signal regions. These results are used to set limits on the visible cross section for events
beyond the Standard Model in each signal region.

Exclusion limits are placed on parameters of the simplified models. Chargino masses up to 580 GeV are
excluded for a massless lightest neutralino in the scenario of direct production of wino-like chargino pairs,
with each chargino decaying into the lightest neutralino via an intermediate on-shell stau or tau sneutrino.
In the case of associated production of chargino pairs and mass-degenerate charginos and next-to-lightest
neutralinos, masses up to 700 GeV are excluded for a massless lightest neutralino.
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• Interpreted in simplified models with only light sparticles are:

• Signal models scanned in chargino and neutralino masses, with degenerate 
stau and tau sneutrino mass placed halfway between       and      .

• Excludes      /     masses < 580/700 GeV for massless       @ 95% CL.
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Monte Carlo (MC) simulated event samples are used to estimate the SUSY signal yields and to aid in
evaluating the SM backgrounds. Events with Z/�⇤ ! `` (` = e, µ, ⌧) and W ! `⌫ produced with
accompanying jets (including light and heavy flavours) are generated at next-to-leading order (NLO)
in the strong coupling constant with S����� 2.2.0 [45, 46]. Matrix elements (MEs) are calculated for
up to two partons at NLO and four partons at leading order (LO). The MEs are calculated using the
Comix [47] and OpenLoops [48] generators and merged with the S����� 2.2.0 parton shower [49] using
the ME+PS@NLO prescription [46]. The NNPDF3.0NNLO [50] particle distribution function (PDF)
set is used in conjunction with a dedicated parton-shower tuning developed by the S����� authors. The
W/Z+jets events are normalised to their next-to-next-to-leading order (NNLO) cross sections. A simplified
scale setting prescription has been used in the multi-parton MEs, to improve the event generation speed.
A theory-based reweighting of the jet multiplicity distribution is applied at event level, derived from event
generation with the strict scale prescription.

The diboson samples (VV = WW/W Z/Z Z) are generated using S����� 2.1 with the CT10 PDF set [51].
The fully leptonic diboson processes are simulated including final states with all possible combinations
of charged leptons and neutrinos. The MEs contain all diagrams with four electroweak vertices, and they
are calculated for up to one parton (4`, 2`+2⌫, Z Z , WW ) or no additional partons (3`+1⌫, 1`+3⌫, W Z)
at NLO and up to three partons at LO. Each of the diboson processes is normalised to the corresponding
NLO cross-section [52].

The production of top quark pairs and single top quarks in the Wt and s-channels is generated with
P�����-B�� r3026 [53], with the CT10 PDF set and the Perugia2012 [54] set of tuned parameters of
the Monte Carlo programs (tune). Parton fragmentation and hadronisation are simulated with P�����
6.428 [55]. The modelling of heavy-flavour decays is improved using EvtGen 1.2.0 [56]. The overall cross
section is normalised to NNLO including resummation of next-to-next-to-leading logarithmic (NNLL)
soft gluon terms [57] for tt̄, to NLO+NNLL accuracy for single-top-quark Wt-channel [58], and to NLO
for the t- and s-channels [59]. Top-antitop quark production with an additional W or Z boson is generated
using M��G���� v2.2.2 [60], fragmentation and hadronisation are simulated with P����� 8.186 [61].
The ATLAS underlying-event tune A14 [62] is used with the NNPDF2.3LO [63] PDF set, the cross
sections are normalised to NLO accuracy [64, 65].

Simulated signal samples are generated using M��G����5_aMC@NLO v2.2.3 interfaced to P�����
8.186 with the A14 tune for the modelling of the parton showering (PS), hadronisation and underlying event.
The ME calculation is performed at tree-level and includes the emission of up to two additional partons.
The PDF set used for the generation is NNPDF2.3LO. The ME–PS matching is done using the CKKW-
L [66] prescription, with a matching scale set to one quarter of the mass of the pair of produced particles.
Signal cross sections are calculated to next-to-leading order in the strong coupling constant, adding the
resummation of soft gluon emission at next-to-leading-logarithmic accuracy (NLO+NLL) [67–69]. The
nominal cross section and the uncertainty are taken from an envelope of cross-section predictions using
di�erent PDF sets and factorisation and renormalisation scales, as described in Ref. [70].

Two simplified models characterised by �̃±1 �̃
0
2 and �̃+1 �̃

�
1 production are considered. In these models,

all sparticles other than �̃±1 , �̃0
2, �̃0

1, ⌧̃L and ⌫̃⌧ are assumed to be heavy (masses of order of 2 TeV). The
neutralinos and charginos decay via intermediate staus and tau sneutrinos. The stau and tau sneutrino are
assumed to be mass-degenerate. The mass of the ⌧̃L state is set to be halfway between those of the �̃±1 and
the �̃0

1. The �̃0
1 is purely bino. In the model characterised by �̃±1 �̃

0
2 production, �̃±1 and �̃0
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• ATLAS has extended 
many exclusions for 
new physics.

• Unification and supersymmetry 
remain hidden.

• “Robust regions of the MSSM parameter 
space, compatible with the results of direct 
and indirect searches for supersymmetry, 
remain unconstrained.”
-- Howie Haber, PDG 2015 SUSY 
Review, Part 1

• The Higgs sector and the third 
generation will continue to be 
interesting probes for new physics.

Summary

Savas Dimopoulos
CERN colloquium 2012

• Tension in EW naturalness 
can continue to grow, or 
expose something new.
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• Search for A/H→ττ, 13.3 fb-1, [ATLAS-CONF-2016-085]

• Search for H±→τ±ν, 13.7 fb-1, [ATLAS-CONF-2016-088]

• Search for top-squark pair production with taus, 13.2 fb-1

[ATLAS-CONF-2016-048] 

• Search for electroweak production of SUSY with taus, 14.8 fb-1,
[ATLAS-CONF-2016-093]
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Large Hadron Collider

28

• ~1011 protons / bunch
• ~1000 bunches/ beam
• 40 MHz , 25 ns bunch spacing
• 1-40 interactions / crossing
• ~109 interactions / sec

• p-p collisions at √s = 7-13 TeV
• inst. luminosity = 1032-1034 cm-2s-1

• 27 km circumference
• 1232 dipoles: 15 m , 8.3 T
• 100 tons liquid He, 1.9 K

Geneva, Switzerland
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3. The LHC and ATLAS 78

Figure 3.24: TODO [296].
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The stages in the simulation data-flow pipeline are described in more detail in the following 
sections. In addition to the full simulation framework, ATLAS has implemented a fast simula-
tion framework that reduces substantially the processing requirements in order to allow larger 
samples of events to be processed rapidly, albeit with reduced precision. Both these frameworks 
are described below.

3.8.2  Generators

Event generators are indispensable as tools for the modelling of the complex physics processes 
that lead to the production of hundreds of particles per event at LHC energies. Generators are 
used to set detector requirements, to formulate analysis strategies, or to calculate acceptance 
corrections. They also illustrate uncertainties in the physics modelling.

Generators model the physics of hard processes, initial- and final-state radiation, multiple inter-
actions and beam remnants, hadronization and decays, and how these pieces come together. 

The individual generators are run from inside Athena and their output is converted into a com-
mon format by mapping into HepMC. A container of these is placed into the transient event 
store under StoreGate and can be made persistent. The event is presented for downstream use 
by simulation, for example by G4ATLAS simulation (using Geant4) or the Atlfast simulation. 
These downstream clients are shielded thereby from the inner details of the various event gen-
erators.

Each available generator has separate documentation describing its use. Simple Filtering Algo-
rithms are provided, as well as an example of how to access the events and histogram the data.

Figure 3-5  The simulation data flow. Rectangles represent processing stages and rounded rectangles repre-
sent objects within the event data model. Pile-up and ROD emulation are optional processing stages.
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Figure 3.25: TODO [275].

ATLAS [301]. Samples of s-channel and t-channel single top events were generated with AcerMC [302],1455

with the parton shower and hadronization done with PYTHIA [303]. Signal samples representing1456

hypothetical Z 0 decays consistent with the SSM were generated with PYTHIA. Activity from multiple1457

pile-up interactions per bunch crossing was modeled by overlaying simulated minimum bias events,1458

generated with PYTHIA and specially tuned for minimum-bias interactions at the LHC [304], over1459

the original hard-scattering event. The e↵ects of QED radiation were generated with PHOTOS [305],1460

and hadronic tau decays were generated with TAUOLA [306].1461
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Fig. 9. Reconstructed dielectron mass distribution for J/ψ → ee decays, as measured after applying the baseline Z → ee
calibration. The data (full circles with statistical error bars) are compared to the sum of the MC signal (light filled histogram)
and the background contribution (darker filled histogram) modelled by a Chebyshev polynomial. The mean (µ) and the Gaussian
width (σ) of the fitted Crystal Ball function are given both for data and MC.

Table 4. Measured effective constant term cdata (see Eq. 6) from the observed width of the Z → ee peak for different calorimeter
η regions.

Sub-system η-range Effective constant term, cdata

EMB |η| < 1.37 1.2% ± 0.1% (stat) + 0.5%
− 0.6% (syst)

EMEC-OW 1.52 < |η| < 2.47 1.8% ± 0.4% (stat) ± 0.4% (syst)
EMEC-IW 2.5 < |η| < 3.2 3.3% ± 0.2% (stat) ± 1.1% (syst)
FCal 3.2 < |η| < 4.9 2.5% ± 0.4% (stat) + 1.0%

− 1.5% (syst)

The results obtained for the effective constant term
are shown in Table 4. Several sources of systematic uncer-
tainties are investigated. The dominant uncertainty is due
to the uncertainty on the sampling term, as the constant
term was extracted assuming that the sampling term is
correctly reproduced by the simulation. To assign a sys-
tematic uncertainty due to this assumption, the simulation
was modified by increasing the sampling term by 10%. The
difference in the measured constant term is found to be
about 0.4% for the EM calorimeter and 1% for the forward
calorimeter. The uncertainty due to the fit procedure was
estimated by varying the fit range. The uncertainty due
to pile-up was investigated by comparing simulated MC
samples with and without pile-up and was found to be
negligible.

6 Efficiency measurements

In this section, the measurements of electron selection effi-
ciencies are presented using the tag-and-probe method [31,
32]. Z → ee events provide a clean environment to study
all components of the electron selection efficiency dis-
cussed in this paper. In certain cases, such as identification
or trigger efficiency measurements, the statistical power
of the results is improved using W → eν decays, as well.
To extend the reach towards lower transverse energies,

J/ψ → ee decays are also used to measure the electron
identification efficiency. However the available statistics
of J/ψ → ee events after the trigger requirements in the
2010 data sample are limited and do not allow a precise
separation of the isolated signal component from b-hadron
decays and from background processes.

6.1 Methodology

A measured electron spectrum needs to be corrected for
efficiencies related to the electron selection in order to de-
rive cross-sections of observed physics processes or limits
on new physics. This correction factor is defined as the
product of different efficiency terms. For the case of a sin-
gle electron in the final state one can write:

C = εevent · αreco · εID · εtrig · εisol. (7)

Here εevent denotes the efficiency of the event preselec-
tion cuts, such as primary vertex requirements and event
cleaning. αreco accounts for the basic reconstruction ef-
ficiency to find an electromagnetic cluster and to match
it loosely to a reconstructed charged particle track in the
fiducial region of the detector and also for any kinematic
and geometrical cuts on the reconstructed object itself.
εID denotes the efficiency of the identification cuts rela-
tive to reconstructed electron objects. εtrig stands for the

Building a model
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N(expected) = N(correct-ID) + N(fake)} }
• Top-down , “data-driven”

• various magic with data 
depending on the analysis and 
your creativity

• side-band fit

• fake-factor method

• Bottom-up

• well-identified objects 
have scale factors from 
control regions

• estimated with detailed 
Monte Carlo simulation

[arxiv:1110.3174]
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background
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Concerning the parameters that have only a minor impact on the MSSM Higgs sector predictions,
we propose fixing them to the following values.

Mq̃1,2 = 1500 GeV, (357)

Ml̃1,2
= 500 GeV, (358)

Af = 0 (f = c, s,u,d, µ, e) . (359)

M1 is fixed via the GUT relation, Eq.(356). Motivated by the analysis in Ref. [674] we suggest to
investigate for each scenario given in Eqs.(361)–(364), in addition to the default values given there, the
following values of µ:

µ = ±200,±500,±1000 GeV. (360)

These values of µ allow for both an enhancement and a suppression of the bottom Yukawa coupling.
The illustrative plots shown below have been obtained with FEYNHIGGS 2.9.4 [24–27]. Where relevant,
values for the input parameters are quoted both in the on-shell scheme (suitable for FEYNHIGGS), as well
as in the MS scheme (that can readily be used by CPSUPERH [667–669]). We also show the exclusion
bounds (at 95% C.L.) from direct Higgs searches, evaluated with HIGGSBOUNDS 4.0.0-BETA [675,676]
(linked to FEYNHIGGS) using a combined uncertainty on the SM-like Higgs mass of ∆Mh = 3 GeV
(∆MH = 3 GeV in the last scenario) when evaluating the limits. For each benchmark scenario we
show the region of parameter space where the mass of the (neutral CP-even) MSSM Higgs boson that
is interpreted as the newly discovered state is within the range 125.5 ± 3 GeV and 125.5 ± 2 GeV.
The ±3 GeV uncertainty is meant to represent a combination of the present experimental uncertainty of
the determined mass value and of the theoretical uncertainty in the MSSM Higgs mass prediction from
unknown higher-order corrections. In particular, in the case that the lightest CP-even Higgs is interpreted
as the newly discovered state, the couplings of the h are close to the corresponding SM values (modulo
effects from light SUSY particles, see below). Consequently, those rate measurements from the LHC
that agree well with the SM are then naturally in good agreement also with the MSSM predictions.

The suggested parameters below refer to recommendations in Ref. [31]. It should be kept in mind
that for the evaluations in the LHC Higgs Cross Section Working Group some SM parameters should
be adjusted to conform with the respective evaluations. The benchmark scenarios are recommended as
follows. The top quark mass is set to its current experimental value, mt = 173.2 GeV.

– Themmax
h scenario: This scenario can be used to derive conservative lower bounds onMA,MH±

and tan β [648].

MSUSY = 1000 GeV, µ = 200 GeV,M2 = 200 GeV,

XOS
t = 2MSUSY (FD calculation),XMS

t =
√
6MSUSY (RG calculation),

Ab = Aτ = At,Mg̃ = 1500 GeV,Ml̃3
= 1000 GeV . (361)

– Themmod
h scenario:

Departing from the parameter configuration that maximizes Mh, one naturally finds scenarios
where in the decoupling region the value of Mh is close to the observed mass of the signal over
a wide region of the parameter space. A convenient way of modifying the mmax

h scenario in this
way is to reduce the amount of mixing in the stop sector, i.e. to reduce |Xt/MSUSY| compared to
the value of ≈ 2 (FD calculation) that gives rise to the largest positive contribution toMh from the
radiative corrections. This can be done for both signs of Xt.

mmod+
h : MSUSY = 1000 GeV, µ = 200 GeV,M2 = 200 GeV,

243XOS
t = 1.5MSUSY (FD calculation),XMS

t = 1.6MSUSY (RG calculation),

Ab = Aτ = At,Mg̃ = 1500 GeV,Ml̃3
= 1000 GeV . (362)

mmod−
h : MSUSY = 1000 GeV, µ = 200 GeV,M2 = 200 GeV,

XOS
t = −1.9MSUSY (FD calculation),XMS

t = −2.2MSUSY (RG calculation),

Ab = Aτ = At,Mg̃ = 1500 GeV,Ml̃3
= 1000 GeV . (363)

– The light stop scenario:
A light stop may lead to a relevant modification of the gluon fusion rate [16, 677], see the evalua-
tions in Section 14.3.

MSUSY = 500 GeV, µ = 350 GeV,M2 = 350 GeV,

XOS
t = 2.0MSUSY (FD calculation),XMS

t = 2.2MSUSY (RG calculation),

Ab = At = Aτ,Mg̃ = 1500 GeV,Ml̃3
= 1000 GeV . (364)

– The light stau scenario:
It has been shown that light staus, in the presence of large mixing, may lead to important modifi-
cations of the di-photon decay width of the lightest CP-even Higgs boson, Γ(h → γγ) [321, 334,
338,365,661,662,678,679]. Here the parameter definitions depend on whether∆τ corrections are
neglected in the stau mass matrix, or not. The latter case is denoted as “∆τ calculation”.

MSUSY = 1000 GeV, µ = 500(450) GeV, (∆τ calculation),
M2 = 200(400) GeV (∆τ calculation),

XOS
t = 1.6MSUSY (FD calculation),XMS

t = 1.7MSUSY (RG calculation),

Ab = At , Aτ = 0 ,Mg̃ = 1500 GeV,Ml̃3
= 245(250) GeV (∆τ calculation). (365)

– The τ-phobic Higgs scenario:
Propagator-type corrections involving the mixing between the two CP-even Higgs bosons of the
MSSM can have an important impact. In particular, this type of corrections can lead to relevant
modifications of the Higgs couplings to down-type fermions, which can approximately be taken
into account via an effective mixing angle αeff (see Refs. [680, 681]).

MSUSY = 1500 GeV, µ = 2000 GeV,M2 = 200 GeV,

XOS
t = 2.45MSUSY (FD calculation),XMS

t = 2.9MSUSY (RG calculation),

Ab = Aτ = At ,Mg̃ = 1500 GeV,Ml̃3
= 500 GeV . (366)

– The low-MH scenario:
As it was pointed out in Refs. [345,648,682,683], besides the interpretation of the Higgs-like state
at∼ 125.5 GeV in terms of the light CP-even Higgs boson of the MSSM it is also possible, at least
in principle, to identify the observed signal with the heavy CP-even Higgs boson of the MSSM.
In this case instead ofMA, which must be given by a relatively small value, µ is suggested to be
modified.

MA = 110 GeV,MSUSY = 1500 GeV,M2 = 200 GeV,

XOS
t = 2.45MSUSY (FD calculation),XMS

t = 2.9MSUSY (RG calculation),

Ab = Aτ = At,Mg̃ = 1500 GeV,Ml̃3
= 1000 GeV . (367)

Instead ofMA one can also useMH± as input parameter, as it is done, e.g., in CPSUPERH. In this
case one should choose as input valueMH± = 132 GeV, leading to very similar phenomenology.
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3-prong τh

jet

• Only lepton massive enough to 
decay hadronically (1.8 GeV).

• 65% hadronic 
    50% 1-prong, 15% 3-prong.

• Decay in beam pipe: cτ ≈ 87 µm.

• Signature: narrow jet with 1 or 
3 tracks, possibly additional EM 
clusters from π0s.

• Challenge: large multijet 
background at hadron colliders.

• Importance: can have 
preferred couplings to new 
physics: 
    SM H→ττ, H+→τ+ν, Z’→ττ, 
    high-tanβ SUSY,...

What’s a tau?


