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Why the Standard Model?
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• Why the gauge group SU(3)C × SU(2)L × U(1)Y ?

• Why are there 3 generations of quarks and 
leptons?

• Why are lepton and hadron charges quantized 
in the same units?   Why the existing 
hypercharges?

Is it because...

• the gauge group of Nature is actually bigger?

• and the SM is the product of a larger symmetry breaking 
process than just electroweak symmetry breaking?

• SO(10) → SU(5) × U(1)                       Georgi-Glashow
SO(10) → SU(4)C × SU(2)L × SU(2)R     Pati-Salam

• e.g. Pati-Salam SO(10): QEM = T3L + T3R + 1/2(B − L)

QEM = T3L + Y/2

1974
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2. The theoretical situation 45

Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings ↵�1

a

(Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
↵3(mZ

) is varied between 0.117 and
0.121.
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This unification is of course not perfect; ↵3 tends to be slightly smaller than the common value of
↵1(MU

) = ↵2(MU

) at the point where they meet, which is often taken to be the definition of M
U

.
However, this small di↵erence can easily be ascribed to threshold corrections due to whatever new
particles exist near M

U

. Note that M
U

decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at M

U

might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not su↵er from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 � 2✏. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom o↵-shell. This mismatch is only 2✏, but can be multiplied by factors
up to 1/✏n in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly di↵erent scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 � 2✏ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than

61

Figure 2.11: TODO [195].

2.4.2 Running of the couplings1081

TODO:1082

• As measured by the LEP experiments in 1991.1083

• Gauge couping unification is ruled out for the SM, but allowed by SUSY [192, 193, 194].1084

• (see Figure 2.11).1085

2.4.3 The hierarchy problem(s)1086

TODO:1087

• mGUT ⇡ 1 ⇥ 1016 GeV1088

• Why is the electroweak scale a factor of 1014 smaller than the GUT scale?1089

• mP ⇡ 1 ⇥ 1019 GeV1090

• Why is the electroweak scale a factor of 1017 smaller than the Planck mass? Why is gravity so1091

weak compared to the other forces?1092

• Reina notes [196]1093

• Langacker p. 455–6 [8]1094

GUT motivations and Z’

LEP 1991

• After precision measurements of 
the SM couplings at LEP, one could 
run the couplings according to 
the RGEs to higher energies.

• The SM couplings apparently 
converge, motivating the 
possibility of grand unification 
(GUTs).

• But the extrapolation is over 1014 
orders, and we need more 
experimental clues.

• New high-mass Z’ bosons occur in 
theories with additional U(1) gauge 
symmetries.

with SUSY

SM only

collider accessible energies

U. Amaldi, W. de Boer, and H. Furstenau,  PLB 260 (1991) 447–455 
S. P. Martin, A Supersymmetry Primer [arxiv:9709356]

• Z’ couplings can be non-universal ⇒important to search for Z’→ττ.

?
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What’s a tau?
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• Only lepton massive enough to 
decay hadronically (1.8 GeV).

• 65% hadronic 
    50% 1-prong, 15% 3-prong.

• Decay in beam pipe: cτ ≈ 87 
µm.

• Signature: narrow jet with 1 or 
3 tracks, possibly additional EM 
clusters.

• Challenge: large multijet 
background at hadron colliders.

• Importance: can have preferred 
coupling to new physics: 
    SM H→ττ, H+→τ+ν, Z’→ττ, 
    high-tanβ SUSY,...



µ

3-prong τh

jet

jet
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Tau reconstruction
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1. Seeded by anti-kt jets (R=0.4) of 
3-D topological calorimeter 
clusters.

2. Define the four-momentum as 
the jet-axis with a tau-specific 
calibration.

3. Associate tracks with the jet that 
are consistent with the chosen 
vertex.

4. Calculate discriminating 
variables from the combined 
calorimeter and tracking 
information, later used to identify 
hadronic tau decays with BDT and 
likelihood based discriminants.

0.4
0.2

pile-up
tau underlying

event

track isolation
in ∆R < 0.4

count # tracks 
and calorimeter 
shower shapes

in ∆R < 0.2

∆R
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Tau identification
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Tau discriminants

Cuts
pT-parametrized cuts on REM and
Rtrack, and a cut on ftrack.

Projective likelihood

d = ln
(

LS
LB

)

=
∑N

i=1 ln
(

pSi (xi)

pBi (xi)

)

Boosted decision trees (BDT)

  [GeV]
T

p
20 30 40 50 60 70 80 90 100

〉
tra

ck
R〈

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2

Likelihood Score

-20 -15 -10 -5 0 5 10 15 20

Ar
bi

tra
ry

 U
ni

ts

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

ττ→+Zντ→W
dijet Monte Carlo

-1dt L = 23 pb∫2010 dijet data 
<60 GeV

T
3 prongs 15 GeV<p
ATLAS Preliminary

BDT Score

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Ar
bi

tra
ry

 U
ni

ts

0

0.02

0.04

0.06

0.08

0.1

0.12 ττ→+Zντ→W
dijet Monte Carlo

-1dt L = 23 pb∫2010 dijet data 
<60 GeV

T
3 prongs 15 GeV<p
ATLAS Preliminary

Ryan Reece | Penn | ryan.reece@cern.ch | ATLAS W and Z cross sections | EPS-HEP 2011 38 / 31

 [GeV]vis
T
ptrue 

0 20 40 60 80 100 120 140 160

Si
gn

al
 E

ffi
ci

en
cy

0.2

0.4

0.6

0.8

1

1.2
1-prong

| < 2.3d > 15 GeV, |
T
p

ATLAS Preliminary 2012 Simulation

BDT loose
BDT medium
BDT tight

(a)

 [GeV]vis
T
ptrue 

0 20 40 60 80 100 120 140 160

Si
gn

al
 E

ffi
ci

en
cy

0.2

0.4

0.6

0.8

1

1.2
Multi-prong

| < 2.3d > 15 GeV, |
T
p

ATLAS Preliminary 2012 Simulation

BDT loose
BDT medium
BDT tight

(b)

 [GeV]
T
p

0 20 40 60 80 100 120 140 160

Ba
ck

gr
ou

nd
 E

ffi
ci

en
cy

-310

-210

-110

1
1-prong, Data 2012

| < 2.3d > 15 GeV, |
T
p

ATLAS Preliminary

 = 8 TeVs, -1 L dt = 740 pb0

BDT loose
BDT medium
BDT tight

(c)

 [GeV]
T
p

0 20 40 60 80 100 120 140 160

Ba
ck

gr
ou

nd
 E

ffi
ci

en
cy

-310

-210

-110

1
Multi-prong, Data 2012

| < 2.3d > 15 GeV, |
T
p

ATLAS Preliminary

 = 8 TeVs, -1 L dt = 740 pb0
BDT loose
BDT medium
BDT tight

(d)

VtxN
0 5 10 15 20 25 30

Si
gn

al
 E

ffi
ci

en
cy

0

0.2

0.4

0.6

0.8

1

1.2
1-prong

| < 2.3d > 20 GeV, |
T
p

ATLAS Preliminary 2012 Simulation

BDT loose
BDT medium
BDT tight

(e)

VtxN
0 5 10 15 20 25 30

Si
gn

al
 E

ffi
ci

en
cy

0

0.2

0.4

0.6

0.8

1

1.2
Multi-prong

| < 2.3d > 20 GeV, |
T
p

ATLAS Preliminary 2012 Simulation

BDT loose
BDT medium
BDT tight

(f)

VtxN
0 5 10 15 20 25 30

Ba
ck

gr
ou

nd
 E

ffi
ci

en
cy

-310

-210

-110

1
1-prong, Data 2012

| < 2.3d > 20 GeV, |
T
p

ATLAS Preliminary

 = 8 TeVs, -1 L dt = 740 pb0

BDT loose
BDT medium
BDT tight

(g)

VtxN
0 5 10 15 20 25 30

Ba
ck

gr
ou

nd
 E

ffi
ci

en
cy

-310

-210

-110

1
Multi-prong, Data 2012

| < 2.3d > 20 GeV, |
T
p

ATLAS Preliminary

 = 8 TeVs, -1 L dt = 740 pb0
BDT loose
BDT medium
BDT tight

(h)

Figure 2: Signal and background efficiencies for 1-prong (left) and multi-prong (right) τhad-vis candidates
for the three working points of the BDT tau ID as a function of true visible tau pT for signal
candidates ((a) – (b)) and reconstructed pT for background candidates ((c) – (d)) and number
of vertices ((e) – (h)). The efficiencies were obtained using Z → ττ, Z′ → ττ and W → τν
simulated samples for signal and multi-jet events from data for background.
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Figure 1: Distributions of a selection of jet discriminating variables for simulated Z, Z′ → ττ and W →
τν signal samples and a jet background sample selected from 2012 data. The distributions are
normalized to unity. Variable definitions can be found in Appendix A.

detector, leading to additional clusters being reconstructed close to the τhad-vis candidate, or to extra en-
ergy being added to existing clusters. To decrease the pile-up dependence of the calorimeter variables,
the area around the τhad-vis candidate considered for their calculation has been reduced from the 2011
default value of ∆R < 0.4 to ∆R < 0.2. The discrimination power provided by the information contained
in the isolation annulus 0.2 < ∆R < 0.4 is preserved by the track-based variables, e.g. the number of
isolation tracks around the τhad-vis candidate. To further reduce the pile-up dependence of the BDT and
LLH output, a pile-up correction is applied to the calorimeter variables. It is chosen to account for the
average change of the variable with respect to the number of vertices in that event (Nvtx). Since the pile-
up dependence decreases with pT, the correction is applied only on τhad-vis candidates with a momentum
below a certain pT threshold (see also Appendix A). Other pile-up related effects can also occur due to
spurious detector signals from successive bunch-crossings. The discriminating variables were therefore
also tested as a function of the average number of interactions per crossing which can be used to probe
such effects. It was found that the correction as a function of the number of vertices in the event was
sufficient.

4

Example ID variable: core energy fraction

Efficiency stable with pile-up

Multivariate techniques:



Search for new 
physics: Z’→ττ
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Figure 1: Dielectron invariant mass (mee) distribution with statistical uncertainties after final selection,
compared to the stacked sum of all expected backgrounds, with two selected Z′SSM signals overlaid. The
bin width is constant in log mee. Bottom inset: The black points show the ratio of observed to expected
events with statistical uncertainty, while the shaded band indicates the mass-dependent systematic uncer-
tainty on the sum of the backgrounds.

Table 2: The expected and observed number of events in the dimuon channel. The errors on the expected
numbers of events include statistical and systematic uncertainties.

mµµ[GeV] 110 - 200 200 - 400 400 - 800 800 - 1200 1200 - 3000 3000 - 4500
Z/γ∗ 111000 ± 8000 11000 ± 1000 1000 ± 100 49 ± 5 7.3 ± 1.3 0.033 ± 0.029
tt 5900 ± 900 1900 ± 400 140 ± 60 2.7 ± 0.7 0.16 ± 0.08 < 0.001
Diboson 1520 ± 190 520 ± 140 62 ± 26 2.8 ± 1.0 0.38 ± 0.28 0.002 ± 0.003
Total 118000 ± 8000 13300 ± 1100 1160 ± 120 55 ± 5 7.8 ± 1.3 0.035 ± 0.029
Data 118701 13349 1109 48 8 0

number of data events in the 80 - 110 GeV normalization region. The advantage of this approach is
that the mass-independent uncertainties cancel in the statistical analysis between the high-mass event
yields where the search is performed and the event yields in the normalization region. The predicted and
observed event yields are found to agree within 1% in the normalization region.

Figure 1 and Table 1 present the dielectron invariant mass distribution after final selection and the

6
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Table 2: The expected and observed number of events in the dimuon channel. The errors on the expected
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yields where the search is performed and the event yields in the normalization region. The predicted and
observed event yields are found to agree within 1% in the normalization region.

Figure 1 and Table 1 present the dielectron invariant mass distribution after final selection and the
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Searching for Z’
• New high-mass Z’ bosons occur in 

theories with additional U(1) gauge 
symmetries.

• Sequential Standard Model (SSM) is 
a benchmark model for a heavy 
neutral resonance with the same 
chiral couplings as the SM Z but 
with a larger mass.

• Best limits on Z’→ee/µµ
• mZ’ > 2.86 TeV ATLAS

[ATLAS-CONF-2013-017]                            
• mZ’ > 2.96 TeV CMS

[CMS-PAS-EXO-12-061]
• Important to test the couplings to 

all lepton flavors (incl. Z’→ττ).

12
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Figure 2: Dimuon invariant mass (mµµ) distribution with statistical uncertainties after final selection,
compared to the stacked sum of all expected backgrounds, with two selected Z′SSM signals overlaid. The
bin width is constant in log mµµ. Bottom inset: The black points show the ratio of observed to expected
events with statistical uncertainty, while the shaded band indicates the mass-dependent systematic uncer-
tainty on the sum of the backgrounds.

number of events observed compared to the expected background. Figure 2 and Table 2 reflect this
information for the dimuon channel. Good agreement between the data and the background expectation
is found.

5 Systematic uncertainties

The treatment of systematic uncertainties in this analysis is simplified by the fact that the backgrounds
are normalized to the data in the region of the Z peak. This procedure makes the analysis insensitive
to the uncertainty on the measurement of the integrated luminosity as well as other mass-independent
systematic uncertainties. Instead, a mass-independent systematic error of 5%, due to the uncertainty on
the Z/γ∗ cross section in the normalization region, is assigned to the signal expectation. In addition,
all systematic uncertainties estimated to have an impact ≤ 3% on the expected number of events are
neglected in the statistical analysis having a negligible impact on the limit setting.

Mass-dependent systematic uncertainties include theoretical effects due to the PDF, QCD and elec-
troweak corrections, as well as experimental effects, namely lepton efficiency and resolution. These
uncertainties are correlated across all bins in the search region. The mass-dependent theoretical uncer-

7

Z’→ee

Z’→µµ
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Searching for Z’→ττ 
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Analysis Recap
• 7 TeV ATLAS paper (PLB)

• Channels: 

• τhadτhad (BR=42%), τeτhad (BR=23%), 
τμτhad (BR=23%) and τeτμ (BR=6%)

• Signature:

• 2 tau decay products

• back-to-back in transverse plane

• opposite electric charge

• Count events with high total transverse 
mass to detect Z’ signal 

3

ETmiss
Z’τ-

h++ν
μ+/e++νντ+

h-+ν
μ-/e-+νν

2011 Exclusion (1.4 TeV)

Tuesday, 9 July 13

• Signature
‣ two tau decays
‣ back-to-back in the transverse plane 
‣ opposite-sign charges

• “Cut and count” events above total transverse mass, 
mTtot(τ1, τ2, ETmiss), thresholds optimized to exclude a Z’SSM a 
benchmark high-mass resonance.

• ATLAS searches for Z’→ττ 
‣ 2011 data: 4.6/fb at √s = 7 TeV

published in PLB [arxiv:1210.6604]
combined τhτh(BR=42%), eτh(23%), µτh(23%), and eµ(6%). 

‣ 2012 data: 19.5/fb at √s = 8 TeV 
[ATLAS-CONF-2013-066] only τhτh channel so far.
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Event selection
• pT(µ) > 25, pT(τh) > 35 GeV
• 1-prong τh

• |Δ𝜙(µ, τh)| > 2.7
• opposite sign µ and τh

• mT(µ, τh, ETmiss ) > 600 GeV                                           

Z’ → ττ → µτh

14

• Fake factor methods used to model multijet and W+jet backgrounds
• Need to be modeled in data-driven ways for two reasons:

1.jet→ τh fake rate is mis-modeled in Monte Carlo.
2.populate the model in the high-mass tail.

total SM = 1.4 ± 0.4 
events
Z’(1000) = 5.5 ± 0.7
observed 1 event

• Select OS back-to-back tau decays.
• Count high-mass events.

2011 
dataset

[arxiv:1210.6604]
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Figure 4: Left: muon isolation fake factors derived in the multijet control region. Right: tau identifica-
tion fake factors derived in the W(→ µν) control region. The error bars indicate the statistical
uncertainties.

The tau identification fake factors are shown in Figure 4 (right). The number of W+jets events passing
tau identification, NW+jets, is predicted by weighting the events that fail tau identification by their fake
factor:

NW+jets(pT, η, x) = fτ(pT, η) ·
(

Nfail τ−ID
data (pT, η, x) − Nfail τ−ID

multijet (pT, η, x) − Nfail τ−ID
MC (pT, η, x)

)

. (4)

The shape of the W+jets background in any kinematic variable, x, is modeled using events in the data that
failed tau identification, Nfail τ−ID

data , with the multijet estimate, Nfail τ−ID
multijet , and MC modeling of the other

contaminations, Nfail τ−ID
MC , subtracted. Figure 3 (right) shows the distribution of mT(µ, Emiss

T ), demon-
strating that the W+jets model, combined with the estimates of the other backgrounds, agrees well with
the data.

A 30% systematic uncertainty on the fake factors is assigned by comparing the fake factors to those
measured in a data sample enriched in Z(→ µµ)+jets instead of W+jets, which provides a sample of jets
with a similar quark/gluon fraction [38]. This background estimation method relies on the assumption
that the tau identification fake factors for W+jets events are not strongly correlated with the selection
used to define the W+jets control region. This assumption was verified by varying the mT cut used to
define the W+jets control region, resulting in a few percent variation that is well within the systematic
uncertainty.

6 Analysis of the eµ channel

This analysis relies on the detection of one isolated electron and one isolated muon with a large combined
MT. The dominant backgrounds in the signal region are Z/γ∗ → ττ, t  t and diboson production. Contribu-
tions from background processes such as W+jets, W+γ and Z(→ µµ)+jets where a jet is misidentified as
an electron are very small in the signal region. Multijet events are suppressed by tight isolation criteria.
Since backgrounds involving fake leptons make only minor contributions, all backgrounds are estimated
from MC simulation. The MC estimates of the dominant backgrounds are checked using high-purity
control regions.
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Figure 3: Left: the MT distribution after event selection in the µτh channel. The outlier event with
MT > 1 TeV was inspected in detail, and it is not a high quality signal candidate. The hadronic
tau candidate is on the edge of the fiducial volume of the tracker and has a poor quality track.
Right: the transverse mass of the combination of the selected muon and the Emiss

T ,mT(µ, Emiss
T ),

in events with exactly one selected muon, no additional preselected electrons or muons, and
exactly one selected 1-prong tau. The signal contamination is negligible. Statistical uncertain-
ties are shown for both data and MC (hashed area).

data total SM Z → ττ W+jets multijet Z → µµ t  t diboson single top Z′(1000)
one µ, one τh 11892 11989(48) 3976(36) 4980(21) 594(5) 945(21) 1029(7) 352(4) 114(3) 18.7(2)
|∆φ(µ, τh)| > 2.7 6192 6110(39) 2909(32) 1837(14) 409(4) 567(18) 233(3) 126(2) 28(2) 17.9(2)
opposite sign µ and τh 5424 5384(38) 2863(31) 1467(13) 217(3) 478(16) 219(3) 115(2) 26(1) 17.6(2)
MT > 300 GeV 36 55(2) 7.5(2) 18(2) 0.6(1) 0.3(2) 18.5(9) 7.0(6) 3.3(5) 14.1(2)
MT > 400 GeV 14 15(1) 2.37(5) 4.9(8) 0.15(7) 0.1(1) 4.6(4) 1.9(2) 1.0(3) 11.1(2)
MT > 500 GeV 2 4.6(5) 0.85(3) 1.6(5) 0.02(2) < 0.1 1.2(2) 0.7(1) 0.3(2) 8.0(1)
MT > 600 GeV 2 1.4(3) 0.38(2) 0.3(2) < 0.02 < 0.1 0.3(1) 0.24(7) 0.2(1) 5.5(1)

Table 2: The number of events passing each step of the event selection of the µτh channel, with the
expected contribution from each source of background and from a Z′ signal with a mass of
1000 GeV. The numbers in parentheses denote the statistical uncertainty in the least significant
digits.
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• mT(µ, ETmiss) = 70-200 GeV

• isolated lepton

W+jet control region

• In a W+jet control region, divide tau 
candidates into pass and fail 
identification.

• Define fake factor:

• Predict the number of W/Z+jet events:

Tau ID
fake-factors
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shape, as could be expected because the tau identification efficiency and rejection are reasonably flat961

vs pT for 1-prong candidates [37]. The loosened distributions indicate that the multijet MT distribution962

continues to fall to clearly less than 0.1 events withMT > 500 GeV, and is therefore considered negligible963

in the primary signal region with an expected SM background of 1.6 events. The multijet estimate964

of 0.3 ± 0.3 events from the nominal selection, JetBDTSigMedium (which turned out to be the most965

conservative), is used for the secondary signal region of MT > 400 GeV.966

The multijet background was also cross-checked with a combined estimate of the W/Z+jets and967

multijet backgrounds, discussed in Appendix H.5.968

6.5.3 W/Z+jets background969

The dominant background throughout most of the high-MT tail comes from W/Z+jets events. It is esti-970

mated with a data-driven technique using fake factors parameterizing the rate for jets to fake tau identi-971

fication.972

We select a W(→ eν)-rich region of data (which we call the W+jets control region or W–CR) by973

selecting events which have974

• exactly one selected electron,975

• no additional preselected muons or electrons,976

• at least one preselected hadronic tau candidate also passing the e-veto,977

• mT(e, EmissT ) = 70–200 GeV,978

We then divide the preselected tau candidates in this region into two categories:979

• hadronic taus which pass medium BDT tau identification,980

• hadronic taus which fail medium BDT tau identification981

We define a fake factor fτ for hadronic tau identification as the number of tau candidates that pass divided982

by the number that fail identification, binned in pT and η:983

fτ(pT, η) ≡
Npass τ−ID(pT, η)
Nfail τ−ID(pT, η)

∣
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∣W–CR
. (11)

The tau identification fake factor is shown in Figure 29. Then, for regions in the event selections, we984

predict the number ofW+jet events passing tau identification by multiplying the number ofW+jet events985

that fail tau identification by their fake factor:986

NW/Z+jet(pT, η, x) = fτ(pT, η) · Nfail τ−IDW/Z+jet (pT, η, x) , (12)

where x is any kinematic variable (∆φ,MT, . . .). This assumes the tau identification fake factor is not987

strongly correlated with the cuts used to enrich the W+jet control sample. This assumption was verified988

with studies that are discussed in Appendix H.4. The sample of failing tau candidates in the data was989

corrected for contaminations from other electroweak processes as well as from multijet events:990

NW/Z+jet(pT, η, x) = fτ(pT, η) ·
(

Nfail τ−IDdata (pT, η, x) − Nfail τ−IDmultijet (pT, η, x) − N
fail τ−ID
MC (pT, η, x)

)

. (13)

The multijet contamination is estimated using the lepton isolation fake factor method described in Sec-991

tion 6.5.2. The shape of the W/Z+jets background in any kinematic variable, x, is modeled from the992

events in the data that failed tau identification, with the multijet estimate and Monte Carlo modeling the993

other contamination subtracted.994
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Figure 1: The mtot
T

distribution after event selection in each channel: (a) τhadτhad, (b) τµτhad, (c) τeτhad and (d) τeτµ. The estimated
contributions from SM processes are stacked and appear in the same order as in the legend. A Z′

SSM
signal and the events observed in data

are overlaid. The signal mass point closest to the Z′

SSM
exclusion limit in each channel is chosen and is indicated in parentheses in the legend

in units of GeV. The uncertainty on the total estimated background (hatched) includes only the statistical uncertainty from the simulated
samples. The visible decay products of hadronically decaying taus are denoted by τhad-vis.

mZ′ 500 625 750 875 1000 1125 ≥1250
τhadτhad 350 400 500 500 625 625 700
τµτhad 400 400 500 500 600 600 600
τeτhad 400 400 400 500 500 500 500
τeτµ 300 350 350 350 500 500 500

Table 1: Thresholds on mtot
T

used for each signal mass point in each
channel. All values are given in GeV.

contribution comes from W (→ τν)+jets. Contributions
from Z(→ ##)+jets (# = e or µ), W (→ #ν)+jets, tt̄, single
top-quark and diboson production are collectively referred
to as others. The shape of the multijet mass distribution
is estimated from data that pass the full event selection
but have two tau candidates of the same electric charge.
The contribution is normalised to events that pass the full

event selection but have low mtot
T . All other background

contributions are estimated from simulation.
The main background contributions in the τlepτhad

channels come from Z/γ∗ → ττ , W+jets, tt̄ and diboson
production, with minor contributions from Z(→ ##)+jets,
multijet and single top-quark events. The contributions
involving fake hadronic tau decays from multijet and
W+jets events are modelled with data-driven techniques
involving fake factors, which parameterise the rate for lep-
ton candidates in jets to pass lepton isolation or jets to
pass tau identification, respectively. The remaining back-
ground is estimated using simulation.

The dominant background processes in the τeτµ chan-
nel are tt̄, Z/γ∗ → ττ and diboson production. Contri-
butions from processes such as Z(→ µµ)+jets, W+jets
and Wγ+jets, where a jet or photon is misidentified as

4

τhτh 

eτh

µτh

eµ
[arxiv:

1210.6604]

2011 
dataset
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• τhτh: 1.26 (1.35) TeV
• µτh: 1.07 (1.06) TeV
• eτh: 1.10 (1.03) TeV
• eµ: 0.72 (0.82) TeV

ATLAS Z’ SSM Exclusions:  observed (expected) @ 95% CL

Combined limit
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[arxiv:1210.6604]

combined: 1.40 (1.42) TeV

Published in PLB

τhadτhad τµτhad τeτhad τeτµ
mZ′ [GeV] 1250 1000 1000 750
mtot

T threshold [GeV] 700 600 500 350
Z/γ∗ → ττ 0.73±0.23 0.36±0.06 0.57±0.11 0.55±0.07
W+jets < 0.03 0.28±0.22 0.8 ±0.4 0.33±0.10
Z(→ ##)+jets < 0.01 < 0.1 < 0.01 0.06±0.02
tt̄ < 0.02 0.33±0.15 0.13±0.09 0.97±0.22
Diboson < 0.01 0.23±0.07 0.06±0.03 1.69±0.24
Single top < 0.01 0.19±0.18 < 0.1 < 0.1
Multijet 0.24±0.15 < 0.01 < 0.1 < 0.01
Total expected background 0.97±0.27 1.4 ±0.4 1.6 ±0.5 3.6 ±0.4
Events observed 2 1 0 5
Expected signal events 6.3 ±1.1 5.5 ±0.7 5.0 ±0.5 6.72±0.26
Signal efficiency (%) 4.3 1.1 1.0 0.4

Table 3: Number of expected and observed events in selected signal regions for each analysis channel. The expected contribution from the
signal and background in each channel is calculated for the signal mass point closest to the Z′

SSM
exclusion limit. The total uncertainties

on each estimated contribution are shown. The signal efficiency denotes the expected number of signal events divided by the product of the
production cross section, the ditau branching fraction and the integrated luminosity, σ(pp → Z′

SSM
)× BR(Z′

SSM
→ ττ)×

∫

Ldt.
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Figure 2: (a) The expected (dashed) and observed (solid) 95% credibility upper limits on the cross section times τ+τ− branching fraction, in
the τhadτhad, τµτhad, τeτhad and τeτµ channels and for the combination. The expected Z′

SSM
production cross section and its corresponding

theoretical uncertainty (dotted) are also included. (b) The expected and observed limits for the combination including 1σ and 2σ uncertainty
bands. Z′

SSM
masses up to 1.40 TeV are excluded, in agreement with the expected limit of 1.42 TeV in the absence of a signal.
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CMS search also excludes 1.4 TeV [arxiv:1206.1725]
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• Z’SSM has the same chiral 
couplings as the Z of the 
SM, but with a higher mass.

• The visible momentum 
fraction in hadronic tau 
decays can depend on the 
handedness of the 
couplings because it decays 
left-handed through a W.

• We studied the dependence 
of the limit by testing two 
extreme cases:
   1.  V-A    pure left
   2.  V+A   pure right
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• The change in acceptance results in a change in the 
excluded σ × BR of 10-15% at high mass.

∆(σ × BR)exl
≈+10/-15%

V-A

V+A
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• At least two selected 
hadronic tau decays:

• pT > 50 GeV, |η| < 2.47
(and veto crack)

• 1 or 3 tracks, |charge|=1
• Lead tau trigger-

matched and pT>150 
GeV

• Taus have opposite 
charges

• Δφ(τh1,τh2) > 2.7 radians
• mTtot thresholds 

optimized to exclude 
Z’SSM mass.

Mass Point [GeV] 500 625 750 875 1000 1125 1250–1375 ≥1500
mtotT [GeV] >400 >450 >500 >550 >600 >700 >750 >850

Table 1: Thresholds on mtotT used for each signal mass point.
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Figure 1: The mtotT distribution after event selection. The estimated contributions from SM processes are
stacked and appear in the same order as in the legend. A Z′SSM signal withmZ′ = 1750 GeV and
the events observed in data are overlaid. The corresponding signal region is mtotT > 850 GeV.
The hatched area shows the uncertainty on the total estimated SM contribution. The visible
decay products of hadronically decaying taus are denoted by τhad-vis. The inset shows the
ratio between the data and the estimated SM contribution. The blue and red bands show the
statistical and systematic uncertainty on the expected SM contribution, respectively.

4 Background estimation

The dominant background at high-mass is Z/γ∗ → ττ, which is estimated directly from simulation.
The multijet background has a large contribution at low-mass, and is estimated by weighting events in
data where the sub-leading tau candidate fails tau ID, with fake-factors that parameterise the rate for
jets to pass tau ID. The other backgrounds make minor contributions and are estimated directly from
simulation, with the contributions from jet-to-tau fakes weighted by fake-rates measured from a W+jets
control region in data. The following sub-sections describe the multijet estimate and the weighting of

4

Event Selection

[ATLAS-CONF-2013-066]
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Table 1: Thresholds on mtotT used for each signal mass point.
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Figure 1: The mtotT distribution after event selection. The estimated contributions from SM processes are
stacked and appear in the same order as in the legend. A Z′SSM signal withmZ′ = 1750 GeV and
the events observed in data are overlaid. The corresponding signal region is mtotT > 850 GeV.
The hatched area shows the uncertainty on the total estimated SM contribution. The visible
decay products of hadronically decaying taus are denoted by τhad-vis. The inset shows the
ratio between the data and the estimated SM contribution. The blue and red bands show the
statistical and systematic uncertainty on the expected SM contribution, respectively.

4 Background estimation

The dominant background at high-mass is Z/γ∗ → ττ, which is estimated directly from simulation.
The multijet background has a large contribution at low-mass, and is estimated by weighting events in
data where the sub-leading tau candidate fails tau ID, with fake-factors that parameterise the rate for
jets to pass tau ID. The other backgrounds make minor contributions and are estimated directly from
simulation, with the contributions from jet-to-tau fakes weighted by fake-rates measured from a W+jets
control region in data. The following sub-sections describe the multijet estimate and the weighting of

4

• Z/ɣ*→ττ  - estimated 
with high-mass Pythia MC

• multijet - data-driven 
estimate with tau ID
fake factors

• W/Z+jets - estimated 
with MC Sherpa samples 
corrected with scale 
factors for the jet-to-tau 
fake rate.

Dominant backgrounds

for mTtot > 850 GeV
total SM = 1.4 ± 0.3 events
Z’SSM(1750) = 5.6 ± 1.0
observed 0 events

[ATLAS-CONF-2013-066]
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studied in high-pT dijet events as a function of the jet pT, which indicates that there is no degradation in
the modelling of the detector response as a function of the pT of tau candidates. From these studies, the
low-pT uncertainty is increased by up to 3% for high-pT tau candidates. The reconstruction efficiency for
3-prong tau candidates decreases at high-pT due to track merging. An uncertainty of 0.5% per GeV above
pT = 150 GeV is assumed for 3-prong candidates, derived from data/MC comparisons of tracking in jets.
The uncertainty on the jet-to-tau misidentification rate is 60% as described in Section 4.2. The energy
scale uncertainty on taus and jets is evaluated based on the single-hadron response in the calorimeters [49,
62]. In addition, the tau energy scale is validated in data samples enriched in Z → ττ events. The
systematic uncertainties related to the jet and tau energy scale are functions of η and pT, and are generally
near 3%. These uncertainties are treated as uncorrelated. Energy scale and resolution uncertainties on all
objects are propagated to the EmissT calculation. The uncertainty on the EmissT due to clusters that do not
belong to any reconstructed object has a minor effect.

Table 2 summarises the systematic uncertainties for the mZ′ = 1750 GeV mass point (for which
an mtotT threshold of 850 GeV is used). The dominant uncertainties on the background come from the
multijet fake-factors, the jet-to-tau fake-rates and the tau efficiency and energy scale. The uncertainties
are the same for all signal mass points with mZ′ ≥ 1.5 TeV, since the same mtotT threshold is used. The
uncertainties for the lower mass points are typically very similar, except for the tau ID efficiency, the
3-prong tau reconstruction efficiency and the Z/γ∗ cross section uncertainties, which are a few percent
lower. The dominant uncertainty on the signal comes from the tau efficiency. The uncertainties for the
signal follow a similar behaviour for the different signal mass points as the background, except that the
uncertainty due to the tau energy scale can be up to 11% at low mass since the mtotT cut value compared
to the Z’ mass gives a tighter selection at low mass than for the higher mass points.

Z/γ∗ → ττ Multijet W/Z+jets Diboson SM total Z′SSM(1750)
Expected Events 0.99 ± 0.02 0.17 ± 0.09 0.18 ± 0.03 0.02 ± 0.02 1.36 ± 0.10 5.58 ± 0.14
Theory Cross Section [%] +9

−6 – ±28 ±13 +7
−6 –

Luminosity [%] ±2.8 – ±2.8 ±2.8 ±2.5 ±2.8
Tau trigger [%] ±10 – < 1 – ±7 ±10
Tau ID [%] ±13 – ±5 ±5 ±10 ±13
Tau 3-prong [%] ±4 – < 1 – ±3 ±4
Jet-to-tau fake-rate [%] < 1 – ±61 ±60 ±9 < 1
Tau energy scale [%] ±12 – ±5 – ±9 ±2
Jet energy scale [%] < 1 – +1

−5 – < 1 < 1
EmissT [%] < 1 – −3

+0.2 – < 1 < 1
Multijet fake-factor [%] – ±58 – – ±7 –

Table 2: Summary of the total number of expected events (with statistical uncertainty) and the systematic
uncertainties for mZ′ = 1750 GeV. The systematic uncertainties are listed in %. Entries marked
with – are either non-applicable or evaluate to exactly zero. TheW/Z+jets contribution includes
all W/Z decays to leptons except Z → ττ. The contribution from top-quark production is
negligible. As the contribution to the SM total uncertainty from each sample is weighted by
the expected events, the relative SM total uncertainty can be lower than the relative uncertainty
from an individual contribution.

8

• Tau identification efficiency (≈2-10%/τh)
• Tau energy scale (≈2-3%/τh)
• Tau fake rate (≈60%/τh)

data-driven with Z→ττ with 
conservative extrapolations to 
higher pT

}
conservative uncertainty covering sample 
dependence in OS/SS fake factors

[ATLAS-CONF-2013-066]
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high pT. Due to a small difference in the polarisation of the taus in SSM Z′ → ττ events compared
to the reweighted Z/γ∗ → ττ events used to estimate the Z′ → ττ signal, the signal contribution is
underestimated by 5% to 10% (from high to low mZ′) with respect to a true Z′SSM. This causes the
mass limit to be underestimated by approximately 10 GeV. For comparison, the largest alterations to the
sensitivity caused by polarisation are expected from purely V − A and V + A Z′ signals. This effect has
been evaluated in Ref. [8] where the impact on the Z′ mass limit was found to be no larger than 50 GeV.
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]
ττ

→
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→
pp(
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Figure 4: Expected and observed 95% credibility upper limits including 1σ and 2σ uncertainty bands.
Z′SSM masses up to 1.90 TeV are excluded, in agreement with the expected limit of 1.80 TeV
in the absence of a signal.

7 Conclusion

A search for high-mass ditau resonances decaying in the fully hadronic channel has been performed
using 19.5 fb−1 of data collected with the ATLAS detector in pp collisions at

√
s = 8 TeV at the LHC.

The observed number of events in the high-transverse-mass region is consistent with the SM expectation.
Limits are set on the cross section times branching fraction for such resonances. The resulting lower limit
on the mass of a Z′ decaying to τ+τ− in the Sequential Standard Model is 1.90 TeV at 95% credibility, in
agreement with the expected limit of 1.80 TeV in the absence of a signal.

10

• Calculated Bayesian 
limits from the counts 
in the high-mass signal 
regions using a flat 
prior on signal 
strength.

• mZ’ < 1.9 (1.8) TeV
@ 95% CL obs (exp)

• will be combined with 
the τlτh channels.

[ATLAS-CONF-2013-066]
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• The performance of the LHC, and the ATLAS 
and CMS experiments have extended many 
exclusions for new physics.

• No sign of Z’ yet.
• Expect some improvements as the 

Z’→ττ as the τlτh channels are updated 
with the 2012 data.

• Many searches will be improved with 
the 2015 dataset and further their reach 
with increases in  luminosity and energy 
after the shutdown.
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• arxiv:1210.6604 - Z'→ττ search with 2011 data
‣ 4.6/fb at √s = 7 TeV
‣ lower limit on Z'SSM mass > 1.4 TeV at 95% CL

• ATLAS-CONF-2013-066 - Z'→ττ search with 2012 data
‣ 19.5/fb at √s = 8 TeV
‣ lower limit on Z'SSM mass > 1.9 TeV at 95% CL

ATLAS

• arxiv:1206.1725 - Z'→ττ search with 2011 data
‣ 4.9/fb, √s = 7 TeV
‣ lower limit on Z'SSM mass > 1.4 TeV at 95% CL

CMS
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ATLAS Detector
Magnets: 2T solenoid, 4T toroid barrel and end-caps
Muon Spectrometer: |η|<2.7, drift-tube chambers

Tracking: |η|<2.5, B=2T, precise tracking and vertexing, Si pixels, strips, and TRT straws, TR electron ID
Electromagnetic Calorimeter: |η|<3.2, 3+1 layers corrugated layers of lead and LAr
Hadronic Calorimeter: |η|<5, Central: iron/scintillator tiles, Forward: copper/tungsten-LAr

Both ATLAS and CMS have:
• 3000 scientists, 170+ institutions
• tracking, calorimetry, muon spec.
• 100 M readout channels
• 1 MB/event written at 500 Hz
• O(10) PB = 107 GB data/year/exp.
• world-wide grid computing

T.Rex
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Figure 1: Dielectron invariant mass (mee) distribution with statistical uncertainties after final selection,
compared to the stacked sum of all expected backgrounds, with two selected Z′SSM signals overlaid. The
bin width is constant in log mee. Bottom inset: The black points show the ratio of observed to expected
events with statistical uncertainty, while the shaded band indicates the mass-dependent systematic uncer-
tainty on the sum of the backgrounds.

Table 2: The expected and observed number of events in the dimuon channel. The errors on the expected
numbers of events include statistical and systematic uncertainties.

mµµ[GeV] 110 - 200 200 - 400 400 - 800 800 - 1200 1200 - 3000 3000 - 4500
Z/γ∗ 111000 ± 8000 11000 ± 1000 1000 ± 100 49 ± 5 7.3 ± 1.3 0.033 ± 0.029
tt 5900 ± 900 1900 ± 400 140 ± 60 2.7 ± 0.7 0.16 ± 0.08 < 0.001
Diboson 1520 ± 190 520 ± 140 62 ± 26 2.8 ± 1.0 0.38 ± 0.28 0.002 ± 0.003
Total 118000 ± 8000 13300 ± 1100 1160 ± 120 55 ± 5 7.8 ± 1.3 0.035 ± 0.029
Data 118701 13349 1109 48 8 0

number of data events in the 80 - 110 GeV normalization region. The advantage of this approach is
that the mass-independent uncertainties cancel in the statistical analysis between the high-mass event
yields where the search is performed and the event yields in the normalization region. The predicted and
observed event yields are found to agree within 1% in the normalization region.

Figure 1 and Table 1 present the dielectron invariant mass distribution after final selection and the

6
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• Nov 2010: Obseravation of 
W→τν (546 nb−1)

• Feb 2011: Observation of
Z→ττ (8.5 pb−1)

• July 2011: W→τν and 
Z→ττ cross section 
measurements (36 pb−1)

• June 2012: SM H→ττ 
excluded 3-4×SM at 
mH≈125 GeV
[arXiv:1206.5971]

• 2012: Several other 
analyses: 
MSSM H→ττ, tt with τ, H
+→τν, Z’→ττ, SUSY τ
+MET, ...

• Nov 2012: SM H→ττ excluded 
1.9×SM at mH≈125 GeV (13/
fb)
[ATLAS-CONF-2012-160]

• 2013: Expecting further 
improvements in updated ττ 
analysis results using the entire 
2012 data for
H→ττ and Z’→ττ searches.

-
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τhadτhad τµτhad τeτhad τeτµ
mZ′ [GeV] 1250 1000 1000 750
mtot

T threshold [GeV] 700 600 500 350
Z/γ∗ → ττ 0.73±0.23 0.36±0.06 0.57±0.11 0.55±0.07
W+jets < 0.03 0.28±0.22 0.8 ±0.4 0.33±0.10
Z(→ ##)+jets < 0.01 < 0.1 < 0.01 0.06±0.02
tt̄ < 0.02 0.33±0.15 0.13±0.09 0.97±0.22
Diboson < 0.01 0.23±0.07 0.06±0.03 1.69±0.24
Single top < 0.01 0.19±0.18 < 0.1 < 0.1
Multijet 0.24±0.15 < 0.01 < 0.1 < 0.01
Total expected background 0.97±0.27 1.4 ±0.4 1.6 ±0.5 3.6 ±0.4
Events observed 2 1 0 5
Expected signal events 6.3 ±1.1 5.5 ±0.7 5.0 ±0.5 6.72±0.26
Signal efficiency (%) 4.3 1.1 1.0 0.4

Table 3: Number of expected and observed events in selected signal regions for each analysis channel. The expected contribution from the
signal and background in each channel is calculated for the signal mass point closest to the Z′

SSM
exclusion limit. The total uncertainties

on each estimated contribution are shown. The signal efficiency denotes the expected number of signal events divided by the product of the
production cross section, the ditau branching fraction and the integrated luminosity, σ(pp → Z′

SSM
)× BR(Z′

SSM
→ ττ)×

∫

Ldt.
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Figure 2: (a) The expected (dashed) and observed (solid) 95% credibility upper limits on the cross section times τ+τ− branching fraction, in
the τhadτhad, τµτhad, τeτhad and τeτµ channels and for the combination. The expected Z′

SSM
production cross section and its corresponding

theoretical uncertainty (dotted) are also included. (b) The expected and observed limits for the combination including 1σ and 2σ uncertainty
bands. Z′

SSM
masses up to 1.40 TeV are excluded, in agreement with the expected limit of 1.42 TeV in the absence of a signal.
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uncertainties are treated as fully correlated. Energy scale
and resolution uncertainties on all objects are propagated
to the Emiss

T calculation. The uncertainty on the Emiss
T due

to clusters that do not belong to any reconstructed object
is negligible in all channels.

Table 2 summarises the systematic uncertainties in each
channel. The dominant uncertainties on the background
come from the multijet shape estimation and the tau en-
ergy scale uncertainty for Z/γ∗ → ττ events in the τhadτhad
channel, from the limited sample size and the fake factor
estimate of the W+jets background in the τlepτhad chan-
nels and from the statistical uncertainty of the MC samples
in the τeτµ channel. The dominant uncertainty on the sig-
nal for the τhadτhad and τlepτhad channels comes from the
tau identification efficiency and for the τeτµ channel, from
the statistical uncertainty on the MC samples.

Uncertainty [%] Signal Background
hh µh eh eµ hh µh eh eµ

Stat. uncertainty 1 2 2 3 5 20 23 7
Eff. and fake rate 16 10 8 1 12 16 4 3
Energy scale and res. 5 7 6 2 +22

−11 3 8 5
Theory cross section 8 6 6 5 9 4 4 5
Luminosity 4 4 4 4 2 2 2 4
Data-driven methods – – – – +21

−11 6 16 –

Table 2: Uncertainties on the estimated signal and total back-
ground contributions in percent for each channel. The following sig-
nal masses, chosen to be close to the region where the limits are set,
are used: 1250 GeV for τhadτhad (hh); 1000 GeV for τµτhad (µh) and
τeτhad (eh); and 750 GeV for τeτµ (eµ). A dash denotes that the un-
certainty is not applicable. The statistical uncertainty corresponds
to the uncertainty due to limited sample size in the MC and control
regions.

7. Results and discussion

The numbers of observed and expected events includ-
ing their total uncertainties, after the full selection in all
channels, are summarised in Table 3. In all cases, the
number of observed events is consistent with the expected
Standard Model background. Therefore, upper limits are
set on the production of a high-mass resonance decaying
to τ+τ− pairs.

The statistical combination of the channels employs a
likelihood function constructed as the product of Poisson
probability terms describing the total number of events
observed in each channel. The Poisson probability in each
channel is evaluated for the observed number of data events
given the signal plus background expectation. Systematic
uncertainties on the expected number of events are incor-
porated into the likelihood via Gaussian-distributed nui-
sance parameters. Correlations across channels are taken
into account. A signal strength parameter multiplies the
expected signal in each channel, for which a positive uni-
form prior probability distribution is assumed. Theoretical
uncertainties on the signal cross section are not included

in the calculation of the experimental limit as they are
model-dependent.

Bayesian 95% credibility upper limits are set on the
cross section times branching fraction for a high-mass res-
onance decaying into a τ+τ− pair as a function of the
resonance mass, using the Bayesian Analysis Toolkit [61].
Figs. 2(a) and 2(b) show the limits for the individual chan-
nels and for the combination, respectively. The resulting
95% credibility lower limit on the mass of a Z ′

SSM decay-
ing to τ+τ− pairs is 1.40 TeV, with an expected limit of
1.42 TeV. The observed and expected limits in the in-
dividual channels are, respectively: 1.26 and 1.35 TeV
(τhadτhad); 1.07 and 1.06 TeV (τµτhad); 1.10 and 1.03 TeV
(τeτhad); and 0.72 and 0.82 TeV (τeτµ).

The impact of the choice of the prior on the signal
strength parameter has been evaluated by also considering
the reference prior [62]. Use of the reference prior improves
the mass limits by approximately 50 GeV. The impact
of the vector and axial coupling strengths of the Z ′ has
been investigated, as these can alter the fraction of the
tau momentum carried by the visible decay products. For
purely V −A couplings, the limit on the cross section times
τ+τ− branching fraction is improved by ∼10% over the
mass range. For purely V +A couplings, there is a mass-
dependent degradation, from ∼15% at high mass to ∼40%
at low mass. All variations lie within the 1σ band of the
expected exclusion limit.

8. Conclusion

A search for high-mass ditau resonances has been per-
formed using 4.6 fb−1 of data collected with the ATLAS
detector in pp collisions at

√
s = 7 TeV at the LHC. The

τhadτhad, τµτhad, τeτhad and τeτµ channels are analysed.
The observed number of events in the high-transverse-mass
region is consistent with the SM expectation. Limits are
set on the cross section times branching fraction for such
resonances. The resulting lower limit on the mass of a
Z ′ decaying to τ+τ− in the Sequential Standard Model
is 1.40 TeV at 95% credibility, in agreement with the ex-
pected limit of 1.42 TeV in the absence of a signal.
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Appendix F.1. The sample of failing tau candidates in data was corrected for contamination from other382

electroweak processes as well from QCD multijet events:383

NW+jet(pT, η, x) = fτ(pT, η) ·
(

Nfail
data(pT, η, x) − Nfail

QCD(pT, η, x) − Nfail
MC(pT, η, x)

)

. (6)

The shapes of the W+jet background in any kinematic variables, x ∈ {∆φ,MT, . . .}, are modeled from the384

events in data that failed tau identification, corrected with Monte Carlo and QCD estimates.385

Figure 9 illustrates the procedure for the data-driven background estimates. First, the QCD con-386

tamination is estimated from the rate of non-isolated leptons in both the signal sample that passes tau387

identification, and the sample that fails, using the same method described in Section 4.5.2. Then, the388

corrected number of tau candidates failing identification is weighted to predict the W + jet background.389
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Figure 9: A diagram illustrating the combined use of the two data-driven methods to predict the QCD
and W + jet backgrounds. First, the QCD contamination is estimated from the rate of non-
isolated leptons in both the signal sample that passes tau identification, and the sample that
fails. Then, the corrected number of tau candidates failing identification is weighted to predict
the W + jet background.

Figure 10 shows that the tau fake-factors depend on pT and η. TODO: say
more.

390

Figure 8 demonstrates the normalization of the W+jet estimate in the distribution of mT(µ, Emiss
T ),391

early in the event selection, in events with exactly one selected lepton, exactly one isolated muon, and392

exactly one selected 1-prong tau.393

TODO:
Discuss the
systematic
error on the
Wjet estimate.

394

4.5.4 Z → ττ395

4.5.5 Z → µµ + jet396

4.5.6 Others397

• t  t398

• single top399

• diboson400

• The multijet contamination is estimated from the rate of 
non-isolated leptons, in both the signal region that passes 
tau ID, and the sample that fails.

• Then, the corrected number of tau candidates failing ID are 
weighted to predicted the W+jet background.

• This way, the corrections are small at each step.

’11-’1
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Figure 4: Left: muon isolation fake factors derived in the multijet control region. Right: tau identifica-
tion fake factors derived in the W(→ µν) control region. The error bars indicate the statistical
uncertainties.

The tau identification fake factors are shown in Figure 4 (right). The number of W+jets events passing
tau identification, NW+jets, is predicted by weighting the events that fail tau identification by their fake
factor:

NW+jets(pT, η, x) = fτ(pT, η) ·
(

Nfail τ−ID
data (pT, η, x) − Nfail τ−ID

multijet (pT, η, x) − Nfail τ−ID
MC (pT, η, x)

)

. (4)

The shape of the W+jets background in any kinematic variable, x, is modeled using events in the data that
failed tau identification, Nfail τ−ID

data , with the multijet estimate, Nfail τ−ID
multijet , and MC modeling of the other

contaminations, Nfail τ−ID
MC , subtracted. Figure 3 (right) shows the distribution of mT(µ, Emiss

T ), demon-
strating that the W+jets model, combined with the estimates of the other backgrounds, agrees well with
the data.

A 30% systematic uncertainty on the fake factors is assigned by comparing the fake factors to those
measured in a data sample enriched in Z(→ µµ)+jets instead of W+jets, which provides a sample of jets
with a similar quark/gluon fraction [38]. This background estimation method relies on the assumption
that the tau identification fake factors for W+jets events are not strongly correlated with the selection
used to define the W+jets control region. This assumption was verified by varying the mT cut used to
define the W+jets control region, resulting in a few percent variation that is well within the systematic
uncertainty.

6 Analysis of the eµ channel

This analysis relies on the detection of one isolated electron and one isolated muon with a large combined
MT. The dominant backgrounds in the signal region are Z/γ∗ → ττ, t  t and diboson production. Contribu-
tions from background processes such as W+jets, W+γ and Z(→ µµ)+jets where a jet is misidentified as
an electron are very small in the signal region. Multijet events are suppressed by tight isolation criteria.
Since backgrounds involving fake leptons make only minor contributions, all backgrounds are estimated
from MC simulation. The MC estimates of the dominant backgrounds are checked using high-purity
control regions.
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• no isolation

• ETmiss < 30 GeV

• mT(µ, ETmiss) < 30 GeV

Multijet control 

• In the control region, divide 
leptons into pass and fail isolation.

• Define fake factor:

• Predict the number of multijet 
events:

Lepton isolation 
fake-factors

5.2 Multijet background

The background from multijet events is negligible at high MT, but it is important to estimate its contribu-
tion at lower mass for modeling control regions. Multijet events are exceptional among the backgrounds
because the muons produced in jets are typically not isolated in the calorimeter. To estimate the multijet
background, events in the data that fail muon isolation are weighted event-by-event with fake factors
for muon isolation, measured in a multijet-rich control region of the data. The multijet control region
(multijet–CR) is defined by requiring exactly one selected muon (ignoring the isolation requirement); no
additional preselected electrons or muons; at least one preselected hadronic tau candidate; zero selected
1-prong hadronic tau candidates; EmissT < 15 GeV; the transverse mass between the muon and missing
transverse momentum mT(µ, EmissT ) to be less than 30 GeV; and the transverse impact parameter of the
muon , |d0(µ)|, to be greater than 0.08 mm. The muons in the multijet control region are divided into
those that pass and those that fail the muon isolation requirement. Muon isolation fake factors, fµ–iso, are
defined as the number of isolated muons in the data, Npass µ–iso, divided by the number of non-isolated
muons, Nfail µ–iso, binned in pT and η:

fµ–iso(pT, η) ≡
Npass µ–iso(pT, η)
Nfail µ–iso(pT, η)

∣

∣

∣

∣

∣

∣multijet–CR
. (1)

The muon isolation fake factors are shown in Figure 4 (left). The number of multijet events passing
muon isolation, Nmultijet, is predicted by weighting the events that fail isolation by their fake factor:

Nmultijet(pT, η, x) = fµ–iso(pT, η) ·
(

Nfail µ–isodata (pT, η, x) − Nfail µ–isoMC (pT, η, x)
)

. (2)

The shape of the multijet background in any kinematic variable, x ∈ {∆φ,MT, . . .}, is modeled from the
events in the data with non-isolated muons, Nfail µ–isodata , corrected by subtracting the expected contamina-
tion of electroweak processes predicted with Monte Carlo, Nfail µ–isoMC . This correction is approximately
5% of the number of isolated muons and negligible for the number of non-isolated muons.

This method assumes that the ratio of the number of isolated muons to the number of non-isolated
muons in multijet events is not strongly correlated with the cuts used to enrich the multijet control sample.
This assumption has been verified by varying the d0(µ) cut used to define the multijet control region, but
a conservative 100% systematic uncertainty on the isolation fake factor is assumed, which has negligible
effect on the final limit because the multijet background is less than a hundredth of an event compared to
the total SM background of 1.4 ± 0.3 events.

5.3 W+jets background

The W+jets background is estimated using a technique similar to the multijet estimate, where hadronic
tau candidates that fail the BDT-based identification are weighted event-by-event by fake factors for jets
to fake tau identification in W+jets events. A high purity W+jets control region (W–CR) is defined
by selecting events that have exactly one selected muon, no additional preselected muons or electrons,
at least one preselected hadronic tau candidate, and transverse mass of the muon and missing transverse
momentum,mT(µ, EmissT ), between 70 and 200 GeV. The hadronic tau candidates in this region are divided
into those that pass and those that fail the medium BDT tau identification. Tau identification fake factors,
fτ, are defined as the number of hadronic tau candidates that pass identification, Npass τ−ID, divided by
the number that fail, Nfail τ−ID, binned in pT and η:

fτ(pT, η) ≡
Npass τ−ID(pT, η)
Nfail τ−ID(pT, η)

∣

∣

∣

∣

∣

∣W–CR
. (3)
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Figure 13: (left) Muon isolation fake factors derived in the multijet control region. (right) The distribu-
tion of the muon calorimeter isolation variable etcone20/pT in the multijet control region.

Figure 13(left) shows how muon isolation fake factors depend on the pT of the muon. Figure 14690

shows the multijet estimate in the distributions of mT(µ, EmissT ) and d0(µ), after the event preselection,691

where it is 583 ± 5 (stat.) events, or 5% of the expected background. The expected multijet background692

falls to less than 0.02 of an event for events with MT ! 500 GeV, and it is therefore considered negligible693

in the signal region with MT(µ, τh, EmissT ) > 600 GeV, as is also clearly shown in Figure 15.694

As a cross-check, the normalization of the multijet background was also predicted by fitting the695

muon calorimeter isolation distribution with data-driven templates for isolated and non-isolated muons,696

to extract the multijet normalization. The estimates were found to be consistent and are discussed more697

in Appendix G.4.698
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We select a W(→ µν)-rich region of data (which we call the W+jets control region or W–CR) by702

selecting events which have703
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Figure 1: The mtot
T

distribution after event selection in each channel: (a) τhτh, (b) µτh, (c) eτh and (d) eµ. The estimated contributions
from SM processes are stacked and appear in the same order as in the legend. A SSM Z′ signal and the events observed in data are overlaid.
The mass of the Z′ signal in each channel is indicated in parentheses in the legend in units of GeV. The uncertainty on the total estimated
background (hatched) includes only the statistical uncertainty from the simulated samples.

The dominant backgrounds in the eµ channel are tt̄,259

Z/γ∗ → ττ and diboson production. Contributions from260

background processes such as Z(→ µµ)+jets, W+jets and261

W+γ where a jet is misidentified as an electron are very262

small in the signal region. Multijet events are suppressed263

by tight lepton isolation criteria. Since backgrounds in-264

volving fake leptons make only minor contributions, all265

backgrounds in the eµ channel are estimated fromMC sim-266

ulation. The MC estimates of the dominant backgrounds267

are checked using high-purity control regions.268

5.1. Multijet background in the τhτh channel269

The shape of the mtot
T distribution for the multijet270

background is modeled using events that pass the standard271

event selection, but have two selected τh candidates with272

the same electric charge and with mtot
T > 200 GeV. The273

mtot
T threshold is used to avoid the mtot

T -region affected274

by the τh pT thresholds. For the low-mass signal, with275

mZ′ ≤ 625, this threshold must be lowered to 160 GeV276

(discussed below). This control region has only 2% con-277

tamination from other backgrounds and negligible signal278

contamination. The mtot
T distribution is modeled by per-279

forming an unbinned maximum likelihood fit to the data280

in the control region using the following function:281

f(mtot
T |p0, p1, p2) = p0 ·

(

mtot
T

)p1+p2 log (mtot

T ) , (4)282

where p0, p1 and p2 are free parameters. The integral of283

the fitted function in the tail matches the number of ob-284

served events well for any choice of the lower mtot
T thresh-285

old, and the function has been shown to model the high-286

mass tail well using MC simulated dijet events. The sta-287

tistical uncertainty is estimated using pseudo-experiments288

and ranges from 12–83%. The systematic uncertainty due289

to the choice of fitting function is evaluated using alter-290

4

Event selection
• 2 BDT loose 1 or 3-prong taus 

with pT(τh) > 50 GeV
• opposite sign
• |Δ𝜙(e, τh)| > 2.7
• mT(τh, τh, ETmiss ) > 700 GeV                                           

2011 Z’ → ττ → τhτh

34

• Tau ID efficiency uncert. ≈ 11% on the signal.  (4% from Z → ττ  tag-and-probe)
• Jet/tau energy scale uncert. ≈ +22/-11%
• Multijet modeled by fitting the shape of the SS data. uncert. ≈ +21/-11%

total SM = 1.0 ± 0.3 events
Z’(1250) = 6.3 ± 1.1

[ATLAS-CONF-2012-067]

• New gauge bosons predicted in 
many GUTs with additional U(1).

• Best limit on m(Z’→ee/µµ) > 2.3 
TeV from CMS [arxiv:1206.1849].

• Important to test the couplings to 
all lepton flavors.
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6 Results and discussion

The numbers of observed and expected events including their total uncertainties at various points in
the event selection and after applying various mtotT thresholds are summarised in Table 3. For all signal
regions the number of observed events is consistent with the expected Standard Model background.
Therefore, upper limits are set on the production of a high-mass resonance decaying to τ+τ− pairs.

Z/γ∗ → ττ Multijet W/Z+jets Top Diboson SM total Data Z′SSM(1750)
Preselection 270 ± 50 630 ± 100 80 ± 50 27 ± 15 1.1 ± 0.6 1000 ± 140 1016 9.4 ± 1.5
∆φ(τ1, τ2) 120 ± 20 420 ± 70 48 ± 30 13 ± 6 0.1 ± 0.1 600 ± 80 577 9.2 ± 1.5
OS 113 ± 18 210 ± 40 34 ± 22 10 ± 4 0.1 ± 0.1 370 ± 50 372 8.7 ± 1.4
mtotT > 300 GeV 102 ± 17 96 ± 17 28 ± 19 7 ± 3 0.1 ± 0.1 230 ± 40 235 8.7 ± 1.4
mtotT > 350 GeV 63 ± 11 40 ± 9 18 ± 12 5.0 ± 1.9 0.1 ± 0.0 126 ± 21 123 8.6 ± 1.4
mtotT > 400 GeV 37 ± 7 18 ± 4 10 ± 7 2.0 ± 1.1 < 0.1 66 ± 12 59 8.4 ± 1.4
mtotT > 450 GeV 22 ± 4 9 ± 3 6 ± 4 1.2 ± 0.6 38 ± 7 31 8.3 ± 1.4
mtotT > 500 GeV 14 ± 3 4.4 ± 1.6 4 ± 3 0.6 ± 0.3 23 ± 5 20 8.0 ± 1.3
mtotT > 550 GeV 8.9 ± 1.8 2.7 ± 1.1 1.8 ± 1.3 0.4 ± 0.3 14 ± 3 12 7.7 ± 1.3
mtotT > 600 GeV 5.9 ± 1.2 1.8 ± 0.8 1.1 ± 0.8 0.1 ± 0.1 9.0 ± 1.8 5 7.4 ± 1.3
mtotT > 650 GeV 4.1 ± 0.8 1.0 ± 0.5 0.7 ± 0.5 0.1 ± 0.1 5.9 ± 1.2 3 7.1 ± 1.2
mtotT > 700 GeV 2.8 ± 0.6 0.6 ± 0.3 0.5 ± 0.3 < 0.1 3.9 ± 0.8 0 6.7 ± 1.1
mtotT > 750 GeV 1.9 ± 0.4 0.5 ± 0.3 0.3 ± 0.2 2.8 ± 0.6 0 6.3 ± 1.1
mtotT > 800 GeV 1.4 ± 0.3 0.3 ± 0.2 0.2 ± 0.2 2.0 ± 0.4 0 6.0 ± 1.0
mtotT > 850 GeV 1.0 ± 0.2 0.2 ± 0.1 0.2 ± 0.1 1.4 ± 0.3 0 5.6 ± 1.0
mtotT > 900 GeV 0.7 ± 0.2 0.1 ± 0.1 0.1 ± 0.1 1.0 ± 0.2 0 5.2 ± 0.9

Table 3: Observed events and expected contributions from SM processes and a Z′ signal with mZ′ =

1750 GeV after various points in the event selection and after applying various mtotT thresholds.
The preselection includes all selections other than the ∆φ, OS and mtotT requirements. The total
statistical plus systematic uncertainty is shown. The W/Z+jets contribution includes all W/Z
decays to leptons except Z → ττ. The SM total may not always equal the sum of the SM
contributions due to rounding.

The statistical analysis employs a likelihood function defined as a single Poisson probability term
describing the total number of observed events. The Poisson probability is evaluated for the observed
number of data events given the signal plus background expectation. Systematic uncertainties on the
expected number of events are incorporated into the likelihood via nuisance parameters constrained by
Gaussian distributions. A signal strength parameter multiplies the expected signal contribution, for which
a positive uniform prior probability distribution is assumed. The impact of the choice of prior has been
evaluated in Ref. [8] and was found to have only a minor effect on the sensitivity. Theoretical uncertain-
ties on the signal cross section are not included in the calculation of the experimental limit as they are
model-dependent.

A Bayesian 95% credibility upper limit is set on the cross section times branching fraction for a
high-mass resonance decaying into a τ+τ− pair as a function of the resonance mass, using the Bayesian
Analysis Toolkit [63]. Figure 4 shows the limit. The resulting 95% credibility lower limit on the mass
of a Z′SSM decaying to τ

+τ− pairs is 1.90 TeV, with an expected limit of 1.80 TeV. The structure in the
expected limit below mZ′ = 1500 GeV is due to the changing mtotT thresholds. The initial improvement
above this point is due to the increasing acceptance of the mtotT threshold with increasing mZ′ , while the
degradation at very high mass is due to a decrease in the efficiency to reconstruct 3-prong taus with very
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region with 95% CL exclusion:       mTtot > 850 GeV
total SM = 1.4 ± 0.3 events         Z’SSM(1750) = 5.6 ± 1.0
observed 0 events
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events from jet-to-tau fakes in MC.

4.1 Multijet estimation with tau ID fake-factors

To estimate the multijet background, two control regions are used. Events in the first control region are
required to pass the same selection as in the analysis, except for the sub-leading tau candidate, which is
required to fail the BDT tau ID. The multijet contribution in the signal region is estimated by weighting
these events with a tau ID fake-factor. The fake-factor, fτ−ID, is defined as the ratio of the number of tau
candidates that pass the BDT tau ID, Npass τ−ID, over the number that fail, Nfail τ−ID. The fake-factors
are calculated from a second control region that is high in dijet purity, the dijet control region (described
below), and they depend on the pT and track multiplicity, Ntrack, of the sub-leading tau candidate:

fτ−ID(pT,Ntrack) ≡
Npass τ−ID(pT,Ntrack)
Nfail τ−ID(pT,Ntrack)

∣

∣

∣

∣

∣

∣dijet
.

For any kinematic variable, x, the number of multijet events in a bin of pT, Ntrack and x is given by,

Nmultijet(pT,Ntrack, x) = fτ−ID(pT,Ntrack) × Nfail τ−IDdata(pT,Ntrack, x) .

The dijet control region is designed to be as similar to the signal region as possible, while avoiding
contamination from real tau decays. The selection for this control region is the same as for the Z′ → ττ
analysis with the following alterations. The BDT tau ID is removed from both tau candidates. Events
are also accepted by single jet triggers with thresholds ranging from 110 to 360 GeV, which helps to
improve the statistical precision at high-pT. In this case the leading tau candidate is required to pass a
very loose tau ID requirement to make the events more similar to the tau-triggered events. The pT of the
sub-leading tau candidate must be at least 30% of the pT of the leading tau candidate. The opposite sign
(OS) requirement on the electric charge between the two tau candidates is replaced by a same sign (SS)
requirement to avoid contamination from Z/γ∗ → ττ.

Figure 2 shows the fake-factors for 1-prong and 3-prong candidates. The use of these fake-factors in
the signal region relies on the assumption that the alteration of the selection between signal region and
dijet control region does not change the fake-factors. The largest impact on the fake-factors comes from
altering the strength of the tau ID applied to the leading tau candidate in the jet-triggered events. This
affects both the fake-factors measured from the jet-triggered events and the ratio of jet-triggered and tau-
triggered events. Alteration of the tau ID is used to derive systematic uncertainties on the fake-factors
which range from about 10% to 80% depending on pT and number of tracks.

4.2 Weighting fake-tau contribution from MC

Backgrounds originating from jet-to-tau fakes in processes other than multijets are estimated using sim-
ulation. However, the jet-to-tau fake-rate is poorly modelled by simulation. Furthermore, the estimation
of backgrounds containing jet-to-tau fakes often suffers from large statistical uncertainty due to the small
number of simulated events. Therefore, the tau ID is not applied to simulated tau candidates originating
from quark or gluon initiated jets. Rather, the fake-rate measured in W(→ µν)+jets events selected from
data is used to weight the simulated events. This not only ensures the correct fake-rate, but enhances the
statistical precision of the estimate, as events failing the tau ID are not discarded. As the tau ID selections
applied in the tau trigger are not less stringent than those applied to reconstructed taus, the fake-rates for
jets to pass both the tau ID and the tau trigger are also measured. These fake-rates are used to weight
jet-to-tau fakes for the leading tau candidate, which must also pass the trigger.

Events in theW(→ µν)+jets control region are selected by a single muon trigger with a pT threshold
of 36 GeV. The events are required to have one muon with pT > 40 GeV that is geometrically matched
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analysis with the following alterations. The BDT tau ID is removed from both tau candidates. Events
are also accepted by single jet triggers with thresholds ranging from 110 to 360 GeV, which helps to
improve the statistical precision at high-pT. In this case the leading tau candidate is required to pass a
very loose tau ID requirement to make the events more similar to the tau-triggered events. The pT of the
sub-leading tau candidate must be at least 30% of the pT of the leading tau candidate. The opposite sign
(OS) requirement on the electric charge between the two tau candidates is replaced by a same sign (SS)
requirement to avoid contamination from Z/γ∗ → ττ.

Figure 2 shows the fake-factors for 1-prong and 3-prong candidates. The use of these fake-factors in
the signal region relies on the assumption that the alteration of the selection between signal region and
dijet control region does not change the fake-factors. The largest impact on the fake-factors comes from
altering the strength of the tau ID applied to the leading tau candidate in the jet-triggered events. This
affects both the fake-factors measured from the jet-triggered events and the ratio of jet-triggered and tau-
triggered events. Alteration of the tau ID is used to derive systematic uncertainties on the fake-factors
which range from about 10% to 80% depending on pT and number of tracks.

4.2 Weighting fake-tau contribution from MC

Backgrounds originating from jet-to-tau fakes in processes other than multijets are estimated using sim-
ulation. However, the jet-to-tau fake-rate is poorly modelled by simulation. Furthermore, the estimation
of backgrounds containing jet-to-tau fakes often suffers from large statistical uncertainty due to the small
number of simulated events. Therefore, the tau ID is not applied to simulated tau candidates originating
from quark or gluon initiated jets. Rather, the fake-rate measured in W(→ µν)+jets events selected from
data is used to weight the simulated events. This not only ensures the correct fake-rate, but enhances the
statistical precision of the estimate, as events failing the tau ID are not discarded. As the tau ID selections
applied in the tau trigger are not less stringent than those applied to reconstructed taus, the fake-rates for
jets to pass both the tau ID and the tau trigger are also measured. These fake-rates are used to weight
jet-to-tau fakes for the leading tau candidate, which must also pass the trigger.

Events in theW(→ µν)+jets control region are selected by a single muon trigger with a pT threshold
of 36 GeV. The events are required to have one muon with pT > 40 GeV that is geometrically matched
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Phenomenology of tau decays

τ− → e− ν̄e ντ

µ− ν̄µ ντ

17.8%
17.4%

}

leptonic 35.2%

π− π0 ντ

π− ντ

π− 2π0 ντ

K− (Nπ0) (NK0) ντ

π− 3π0 ντ

25.5%
10.9%
9.3%
1.5%
1.0%























1 prong 49.5%

π− π− π+ ντ

π− π− π+ π0 ντ

9.0%
4.6%

}

3 prong 15.2%
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1. Core energy fraction*

2. Leading track momentum fraction*

3. Track radius

4. Number of isolation tracks

5. Leading track impact parameter significance

6. Transverse flight path significance

7. Mass of track system

8. Maximum ∆R between jet-axis and core tracks
*has pile-up correction term linear in N(vertex)

Current tau identification variables
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Rtrack =

P
{�R<0.4} pT(track)�R(track, jet)

P
{�R<0.4} pT(track)

f
core

=

P
{�R<0.1} E

EM

T

(cell)
P

{�R<0.2} E
EM

T

(cell)

Number of tracks in isolation annulus (N0.2<∆R<0.4trk ): Number of tracks reconstructed within 0.2 < ∆R <
0.4 around the seed axis.

Electromagnetic energy over momentum of track system ( f EMP ):

f EMP =

∑Nclus
l=1 EEMl

∑∆R<0.2
i ptrki

,

where l runs over calorimeter clusters associated to tau candidate, EEMl denotes the part of cluster
energy deposited in the electromagnetic part of each cluster (presampler and first two layers) and
i runs over tracks associated to tau candidate in the core region. The cluster energy is calibrated at
the LC scale.

Presampler strip energy fraction ( fPS):

fPS =
∑Nclus
l=1 EPSl
∑Nclus
l=1 El

,

where l runs over calorimeter clusters associated to tau candidate, EPSl denotes the part of cluster
energy, calibrated at the LC scale, deposited in the Presampler layer of calorimeter and El is the
total energy of a calorimeter cluster.

Electromagnetic energy of charged pions over calorimetric electromagnetic energy ( f π±EM):

f π
±

EM =

∑∆R<0.2
i ptrki −

∑Nclus
l=1 EHadl

∑Nclus
l=1 EEMl

,

where l runs over calorimeter clusters associated to tau candidate, EHadl denotes the part of cluster
energy deposited in the hadronic part of each cluster, EEMl is the part of cluster energy deposited
in the electromagnetic part of each cluster (presampler and first two layers) and i runs over tracks
associated to tau candidate in the core region. All clusters are calibrated at the LC energy scale.
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Electromagnetic fraction ( fEM): Fraction of transverse energy of the tau candidate deposited in the EM
calorimeter:

fEM =
∑∆Ri<0.4
i∈{EM 0−2} E

EM
T,i

∑∆Rj<0.4
j∈{all} EEMT, j

,

where ET,i (ET, j) is the transverse energy, calibrated at the EM energy scale, deposited in cell i ( j),
and i runs over the cells in the first three layers of the EM calorimeter, while j runs over the cells
in all layers of the electromagnetic calorimeter.

Cluster mass (mclusters): Invariant mass computed from the constituent clusters of the seed jet, calibrated
at the LC energy scale.

Track mass (mtracks): Invariant mass of the track system, where the tracks used for the invariant mass
calculation use both core and isolation tracks.

Transverse flight path significance (S flightT ): The decay length significance of the secondary vertex for
multi-track tau candidates in the transverse plane:

S flightT =
LflightT
σLflightT

,

where LflightT is the reconstructed signed decay length, and σLflightT
is its estimated uncertainty. Only

core tracks are used for the secondary vertex fit.

TRT HT fraction ( fHT): The ratio of high-threshold to low-threshold hits (including outlier hits), in the
Transition Radiation Tracker (TRT), for the leading pT core track. Since electrons are lighter than
pions, and therefore have higher Lorentz γ factors, they are more likely to produce the transition
radiation that causes high threshold hits in the TRT [33]. This variable can be used to discriminate
hadronic 1-prong tau candidates from electrons.

Ring isolation ( fiso):

fiso =
∑0.1<∆R<0.2
i∈{all} EEMT,i
∑∆R<0.4

j∈{all} E
EM
T, j
,

where i runs over calorimeter cells in the associated topocluster of the tau candidate in a annulus
within 0.1 < ∆R < 0.2 around the seed and j runs over cells in a cone of ∆R < 0.4. The energy is
calibrated at electromagnetic scale.

Leading track IP significance (S lead track): impact parameter significance of the leading track of the
tau candidate:

S lead track =
d0
σd0
,

where d0 is the distance of closest approach of the track to the reconstructed primary vertex in the
transverse plane, and σd0 is its estimated uncertainty.

Maximum ∆R (∆Rmax): The maximal ∆R between a track associated to the tau candidate and the tau
axis. Only core tracks are considered.

First 2(3) leading cluster energy ratio ( f2 lead clusters( f3 lead clusters)): the ratio of the energy of the first
two (three) leading clusters (highest energy first) over the total energy of all clusters associated to
the tau candidate.
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Electromagnetic fraction ( fEM): Fraction of transverse energy of the tau candidate deposited in the EM
calorimeter:

fEM =
∑∆Ri<0.4
i∈{EM 0−2} E

EM
T,i

∑∆Rj<0.4
j∈{all} EEMT, j

,

where ET,i (ET, j) is the transverse energy, calibrated at the EM energy scale, deposited in cell i ( j),
and i runs over the cells in the first three layers of the EM calorimeter, while j runs over the cells
in all layers of the electromagnetic calorimeter.

Cluster mass (mclusters): Invariant mass computed from the constituent clusters of the seed jet, calibrated
at the LC energy scale.

Track mass (mtracks): Invariant mass of the track system, where the tracks used for the invariant mass
calculation use both core and isolation tracks.

Transverse flight path significance (S flightT ): The decay length significance of the secondary vertex for
multi-track tau candidates in the transverse plane:

S flightT =
LflightT
σLflightT

,

where LflightT is the reconstructed signed decay length, and σLflightT
is its estimated uncertainty. Only

core tracks are used for the secondary vertex fit.

TRT HT fraction ( fHT): The ratio of high-threshold to low-threshold hits (including outlier hits), in the
Transition Radiation Tracker (TRT), for the leading pT core track. Since electrons are lighter than
pions, and therefore have higher Lorentz γ factors, they are more likely to produce the transition
radiation that causes high threshold hits in the TRT [33]. This variable can be used to discriminate
hadronic 1-prong tau candidates from electrons.

Ring isolation ( fiso):

fiso =
∑0.1<∆R<0.2
i∈{all} EEMT,i
∑∆R<0.4

j∈{all} E
EM
T, j
,

where i runs over calorimeter cells in the associated topocluster of the tau candidate in a annulus
within 0.1 < ∆R < 0.2 around the seed and j runs over cells in a cone of ∆R < 0.4. The energy is
calibrated at electromagnetic scale.

Leading track IP significance (S lead track): impact parameter significance of the leading track of the
tau candidate:

S lead track =
d0
σd0
,

where d0 is the distance of closest approach of the track to the reconstructed primary vertex in the
transverse plane, and σd0 is its estimated uncertainty.

Maximum ∆R (∆Rmax): The maximal ∆R between a track associated to the tau candidate and the tau
axis. Only core tracks are considered.

First 2(3) leading cluster energy ratio ( f2 lead clusters( f3 lead clusters)): the ratio of the energy of the first
two (three) leading clusters (highest energy first) over the total energy of all clusters associated to
the tau candidate.
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Pile-up

[https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults]

10 cm
• 1-40 pile-up interactions / crossing 

• The additional tracks and clusters 
from pile-up are especially challenging 

• for tau identification, which discriminates hadronic tau 
decays from jets with isolation-related track and 
calorimeter quantities.

• Efforts in 2011-2012 involved re-defining or adding 
corrections to identification variables to be more robust 
against the increasing
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beam pipe

JVF =

∑
PV

pT(track)
∑

all
pT(track)

Fraction of track pT 

from the primary 

vertex.

primary vertex pile-up vertex

pile-up vertex

[https://twiki.cern.ch/twiki/bin/view/AtlasProtected/JetVertexFraction]David Miller:

Tau vertex association

42

the energy calibration procedure, which takes into account clusters reconstructed in poorly instrumented
regions of the calorimeter [24].

2.2 Track Association

Tracks are associated with each τhad-vis candidate if they are within the core cone, defined as the region
within ∆R < 0.2 of the axis of the seed jet, and satisfy the following quality criteria based on the inner
detector pixel and SCT silicon detectors:

• pT > 1 GeV,

• Number of pixel hits ≥ 2,

• Number of pixel hits + number of SCT hits ≥ 7,

• |d0| < 1.0 mm,

• |z0 sin θ| < 1.5 mm,

where d0 is the distance of closest approach of the track to the reconstructed primary vertex in the
transverse plane, while z0 is the longitudinal distance of closest approach.

As the number of interaction vertices per beam crossing, or pile up, increases, the ability for general
tracking to correctly identify the primary vertex degrades when using the “default” primary vertex, which
is defined as the primary vertex candidate with the highest

∑

(ptrkT )
2 [25]. The τhad-vis track association, in

particular the |z0 sin θ| requirement, is very sensitive to the selected primary vertex, which in turn affects
both τhad-vis reconstruction and identification. A new algorithm used to mitigate these effects is presented
in Section 2.3.

The τhad-vis candidates are classified as n-prong depending on the number n of tracks counted in the
core cone. Multi-prong refers to τhad-vis candidates with more than one track. Tracks within the isolation
annulus, defined by 0.2 < ∆R < 0.4 of the axis of the seed jet, are also counted for variable calculations
and are required to satisfy the same track quality criteria.

2.3 Vertex Association

The probability of incorrectly assigning a pile up vertex as the primary vertex has increased with the
larger number of pile up collisions in 2011. This causes tracks to fail the z0 impact parameter require-
ment, as observed in simulated Z → ττ events. Figures 1(a) and 1(b) demonstrate the τhad-vis track
selection efficiency at different pile up conditions, where τhad-vis track selection efficiency is defined as
the probability for a real charged pion from a τhad decay to be associated with a reconstructed τhad-vis
candidate.

As illustrated in Figures 1(a) and 1(b), the τhad-vis track selection performance is degraded with
increased pile up conditions. These inefficiencies affect the number of tracks associated with the recon-
structed τhad-vis objects as well as the calculation of many variables used by the τhad-vis identification
algorithms (Sections 2.4 and 3.1).

To ensure that the τhad-vis track association method is robust with respect to pile up conditions, a
new algorithm has been developed to correctly identify the primary vertex hypothesis for each τhad-vis
candidate. This new algorithm, called Tau Jet Vertex Association (TJVA), is built using the existing Jet
Vertex Association (JVA) algorithm. The JVA algorithm works by finding for each jet a vertex candidate
with the highest Jet Vertex Fraction ( fJVF), calculated using the following formula:

fJVF(jet|vtx) =
∑

ptrk|vtxT
∑

ptrkT

3

Tau track selection • The d0 and z0 requirements 
depend on the choice of vertex.

• Beginning in 2012, choose the 
vertex with the highest JVF for 
that tau candidate.
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• In 2011, the track selection for tau candidates cut on the d0 
and z0 with respect to the vertex with the highest ∑pT2.

• Selecting the vertex with the highest JVF recovers efficiency 
in high pile-up (Tau Jet Vertex Association).

for tracks from τhad decays. These optimised track selection criteria are the same criteria described in
Section 2.2, except for the impact parameter requirements that are not used for this track selection. It is
important to stress that these selection criteria are only used to calculate fTJVF, and thus, in the choosing
of a primary vertex candidate for the τhad-vis candidate. Once the new impact parameters are recalculated
with respect to the TJVA primary vertex candidate, τhad-vis tracks are selected using the criteria described
in Section 2.2, which include the impact parameter requirements.

Figures 3(a) and 3(b) show the corrected τhad-vis track multiplicity, where it can be seen that a large
fraction of its degradation due to pile up interactions can be recovered by the TJVA algorithm, especially
for τ1-prong decays.
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Figure 3: Distribution of the number of tracks associated with a reconstructed τhad-vis candidate in Z →
ττ simulated events with no pile up, µ = 20, and µ = 20 with TJVA. Only τhad-vis candidates
with pT > 15 GeV matching to a true τhad within ∆R < 0.2 are considered and the distributions
are normalised to unity. With TJVA, the τhad-vis track multiplicity is less sensitive to pile up,
especially in τ1-prong decays.

2.4 Reconstructed Variables

The reconstruction of τhad-vis candidates provides very little rejection against the QCD jet background
to hadronically decaying τ leptons. This rejection is provided in a separate identification step, using
discriminating variables that are calculated during the reconstruction. These variables are defined in
Appendix A and are used for identification as discussed in Section 3.

3 Identification of Hadronic Tau Decays and Lepton Veto

3.1 Algorithms for τhad-vis Identification

Two independent τhad-vis identification methods using boosted decision trees (BDT) and log-likelihood
(LLH) as discriminants are discussed in the following. The set of variables used by each method remain
unchanged with respect to previous definitions [15].
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[ATLAS-CONF-2012-142]
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Figure 1: The τhad-vis track selection efficiency with respect to the average number of pile up interactions
per bunch crossing (µ) for reconstructed τhad-vis candidates in Z → ττ simulated events. Only
τhad-vis candidates with pT > 15 GeV matching to a truth-tau within ∆R < 0.2 are considered.
With TJVA, the τhad-vis track multiplicity is less sensitive to pile up and a smaller degradation
in efficiency is observed as pile up increases.

where fJVF(jet|vtx) is the jet vertex fraction of a jet given a vertex candidate, “trk|vtx” refers to a track
matched to a given vertex and “trk” in the denominator refers to tracks in the jet. This track-vertex match
can be customised using the impact parameter and the longitudinal distance. Moreover, the set of tracks
used in the calculation of fJVF can be customised by applying selection criteria on the track kinematics
and quality criteria. Figure 2 illustrates the JVA algorithm.

Figure 2: Depiction of the jet-vertex fraction discriminant.

TJVA uses Tau Jet Vertex Fraction ( fTJVF), which is calculated similarly to fJVF. The track-vertex
match criteria are the same as for fJVF but the track selection parameters for fTJVF have been optimised
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• Beginning in 2012, the core energy 
fraction is used instead of REM, which 
has less pile-up dependence by using 
the ratio of energies in smaller ∆R cones 
of 0.1 and 0.2.
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Table 1. Analyses in ATLAS using the hadronic τ trigger combined with electron, e, muon,µ,
and missing transverse energy, Emiss

T , trigger.

Trigger Channel Analysis & Documentation

di-τh and τh+e/µ H → τe/µ/hτh Higgs search [3]

τh+Emiss
T H+

→ τhν charged Higgs search [4]

τh+Emiss
T W+

→ τhν τ polarization measurement [5]

cross section measurement [6]

τh+e/µ Z → τe/µτh cross section measurement [7]

of the data (additionally the same order of rate is written out directly to mass storage), while36

maintaing a high signal selection efficiency. In ATLAS a three level trigger architecture is used37

to achieve this goal. The level-1 trigger (L1) is a hardware-based system which utilizes custom38

build fast electronics, while the high level trigger (HLT), consisting of level-2 (L2) and Event39

Filter (EF) trigger, is software-based and carries out its calculations on dedicated processing40

farms.41

2.1. Level-1 Trigger42

The L1 calorimeter trigger uses information from the EM and HAD calorimeter systems. These43

so-called trigger towers, with sizes of ∆η × ∆φ = 0.1 × 0.1, illustrated in Figure 1, are44

combinations of several calorimeter cells, depending on the position within the detector the45

number of cells merged into a trigger tower is varied. The τh candidate’s energy is reconstructed46

by summing the deposits in the highest energy adjacent pair of 2×1 EM towers with the energy47

deposited in the 2×2 HAD towers behind the EM layer. In addition the isolation energy, defined48

by the summed energy deposited in an EM ring of 4× 4 around the core region of 2× 2 towers,49

is calculated.

Vertical sumsΣ

Σ Horizontal sums

Σ Σ

Σ

Σ

Electromagnetic
isolation ring

Hadronic inner core
and isolation ring

Electromagnetic
calorimeter

Hadronic
calorimeter

Trigger towers (Δη × Δφ = 0.1 × 0.1)

Local maximum/
Region-of-interest

Figure 1. Trigger towers as used by the
L1 calorimeter trigger of the HAD and EM
calorimeters, with sizes of ∆η×∆φ = 0.1× 0.1.
The relevant energy sum areas for the τh trigger,
the core region as well as the isolation rings are
highlighted [2].

50

On this level the τh lepton candidate is identified by its transverse energy, ET, which is51

in accordance with the trigger items name, e.g. for L1_TAU20 an ET threshold strictly above52

20 GeV has to be fulfilled. Further an isolation requirement denoted by an ”i” in the trigger53

item’s name can be applied, by demanding an isolation ET lower than a certain threshold to54

1. Level 1: (latency 2.5 µs)
Coarse EM+Had calorimeter trigger 
towers ∆η×Δ𝜙 = 0.1×0.1. Candidate 
passing thresholds on the sum of 
energies:

1. highest 2×1 towers
2. surrounding 4×4 isolation ring

2. Level 2: (latency 40 ms)
Fast tracking.  Region-of-interest (RoI) 
calculation of track- and calorimeter-
based ID variables. Similar selection to 
offline cut-based ID.

3. Event Filter: (latency 4 s)
Beginning in 2012, started using the 
offline BDT algorithm at the EF trigger.
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ID inclusive 1-prong 3-prong
BDT loose 1.10±0.06 1.07±0.04 1.18±0.13
BDT medium 1.07±0.06 1.05±0.05 1.16±0.13
BDT tight 1.05±0.06 1.00±0.05 1.19±0.14
LLH loose 1.12±0.05 1.09±0.04 1.23±0.11
LLH medium 1.10±0.06 1.06±0.05 1.23±0.13
LLH tight 1.08±0.06 1.04±0.05 1.19±0.14

Table 6: Z → ττ (side-band extrap.) measurement: pT-inclusive data/MC correction factors including
the combined systematic and statistical uncertainty measured in the low pile up period.
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Figure 14: Z → ττ (side-band extrap.) measurement: τhad-vis identification efficiencies in bins of the
τhad-vis pT for 1-prong (left) and 3-prong (right) candidates for the BDT medium identifica-
tion working point. The errors on the measured efficiencies include systematic and statistical
uncertainties, while the errors on the simulated efficiencies are only statistical uncertainties.
The data/MC correction factors are shown at the bottom and their error bars include only the
statistical uncertainty. The yellow band includes the systematic uncertainty of the measure-
ment and the statistical uncertainty of the simulated efficiencies.
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uncertainty is obtained from pseudo-experiments treating all uncertainties as uncorrelated. For both the
1-prong and 3-prong measurements the statistical uncertainty is comparable to the uncertainty from the
QCD multi-jet normalisation, while for the combined measurement the QCD multi-jet uncertainty dom-
inates. The data/MC correction factors for inclusive, 1-prong and 3-prong τhad-vis candidates for the low
pile up period are found to be consistent with unity, as summarised in Table 6. The correction factors
measured in the high pile up period are also consistent with unity.
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Figure 13: Z → ττ (side-band extrap.) measurement: Visible mass distributions before applying τhad-vis
ID (left) and after applying the BDT medium identification (right) to the probe τhad-vis for the
low pile up period.

Uncertainty contributions (%)
ID εMC(±stat) εData ∆εstat ∆εW+jets ∆εQCD ∆εexp. ∆εTotal

BDT loose 0.748±0.003 0.822 2.3 0.3 3.9 2.2 5.1
BDT medium 0.534±0.003 0.574 2.5 0.3 4.2 2.2 5.4
BDT tight 0.282±0.003 0.297 2.9 0.3 4.3 2.2 5.8
LLH loose 0.833±0.002 0.936 2.0 0.3 3.3 2.2 4.5
LLH medium 0.607±0.003 0.669 2.3 0.3 3.9 2.2 5.1
LLH tight 0.332±0.003 0.358 2.8 0.3 4.3 2.2 5.6

Table 5: Z → ττ (side-band extrap.) measurement: Inclusive τhad-vis identification efficiencies in MC
and measured from data for the low pile up period with all measurement uncertainties. The
total uncertainty is obtained from pseudo-experiments treating all uncertainties as uncorrelated.

5.2.4 The pT-binned Measurement

In this section, the study is repeated in bins of the pT of the probe τhad-vis candidate. The method is
identical, except that a sliding window on the visible mass is used to increase the signal purity in each
τhad-vis pT bin: x < m(µ, τhad-vis) < x + 25 GeV, where x is the sum of the lower thresholds on the tag
muon and probe τhad-vis. The threshold on the muons is 20 GeV and the τhad-vis pT bins are: 20, 25, 30, 35,
40, 50, 60 GeV. To increase the sample size in each bin, the low and high pile up periods are combined
together. Figure 14 shows the τhad-vis identification efficiencies measured in data and estimated in Monte
Carlo simulation for 1-prong and 3-prong candidates for the BDT medium identification working point.
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46

• Tag-and-probe: selecting a sample of a known composition 
without some ID, so one can probe its efficiency.

• For the case of tau ID, select Z→ττ→μτh3ν by triggering on 
the muon and selecting events with muon + tau candidate.

Before After Tau ID

[ATLAS-CONF-2012-142]
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• Scale factor ≈ 1, known to a few percent, 2-3% (1-prong),
5-6% multi-prong.
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Figure 2: Distributions of a selection of identification variables for MC simulated Z → ττ signal and
Z → ee background events. The distributions are normalised to unity.

in order to avoid a trigger bias. The sub-leading candidate is considered for identification and efficiency
calculations.

3.2.2 Cut-based jet discrimination

The cut-based tau identification has been updated from its previous version [4], with the main goal of
reducing pileup dependence. The previous version used cuts on only three variables: REM, Rtrack, and
ftrack, binned in 1-prong and multi-prong candidates. The cuts on REM and Rtrack were parameterised by
the pT of the tau candidate to remove the pT dependence from the identification efficiency. In this study,
a new pileup-corrected calorimeter isolation variable is developed to replace REM, and additional cuts on
tracking isolation and transverse flight path significance have been added.

Two of the three variables (REM and Rtrack) used by the previous cut-based identication quantify the
width of the hadronic shower, which tends to be larger for QCD jets than for taus of the same energy. The
track-based variable Rtrack is robust against pileup because the tracks are required to be consistent with
the primary vertex by demanding (|z0 sin θ| < 1.5 mm). By contrast, the calorimeter-based quantity REM
is more sensitive to pileup since by using calorimeter information alone one cannot measure z0 at the
precision required to distinguish different proton-proton collisions. Additional contributions from pileup
bias the REM distribution for real hadronic tau decays, making them wider, and more like QCD jets. This
can be seen in Fig. 3, which shows REM as a function of the number of vertices, defined as the sum of
the number of primary vertices, required to have at least four associated tracks, and the number of pileup
vertices, required to have at least two associated tracks. Therefore, a new calorimeter isolation variable
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Figure 8: Inverse background (electron) efficiency as a function of signal efficiency for 1-prong recon-
structed τhad-vis candidates with pT > 20 GeV, in the central (|η| < 2.0) and forward endcap
(|η| > 2.0) regions, for the electron BDT discriminant.

The two cases can be clearly distinguished by the different shower shapes in the calorimeter: in Case
1, the muon will typically pass through the electromagnetic calorimeter, and so most of the energy
will be deposited in the much deeper hadronic calorimeter; while in Case 2, the radiation is mostly
electromagnetic and leakage into the hadronic calorimeter is minimal. Figure 9 shows the fraction of
transverse energy of the τhad candidate deposited in the electromagnetic calorimeter, fEM, with the peaks
at low and high values corresponding to Case 1 and Case 2, respectively. Additionally, in both cases there
is no match between the track momentum and the calorimeter energy, so that the lead track momentum
fraction ( ftrack) may be much higher than expected for true τhad. Figure 10 shows this variable for the
low and high fEM regions.
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Figure 9: The electromagnetic fraction for reconstructed τhad-vis candidates matched to true muons and
to true τhad.

To optimise the muon veto algorithm, true τhad and muons with pT > 20 GeV from simulated
Z → ττ and Z → µµ samples were used. Because the muon veto is normally applied to muons that were
not identified by the muon identification algorithm [1], an overlap removal was performed with respect
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[ATLAS-CONF-2011-152, ATLAS-
CONF-2012-142]

• Electrons provide a track and 
calorimeter deposit that can 
fake hadronic tau decay 
identification.

• ATLAS provides a BDT to 
discriminate electrons from 
tau candidates, even after 
removing overlaps with 
selected electrons.

• Tight/Medium/Loose working 
points are defined (≈75%, 
85%, 95% efficient).

• In 2012, the BDT is being re-
optimized to have better 
efficiency at high-pT.

tight
medium

loose

example variable: TRT
high threshold fraction
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Figure 11: Invariant mass of the electron-τhad-vis pair in the selected events. On the left plot, no dis-
crimination is applied on the probe τhad-vis. The right plot shows only those events where the
probe τhad-vis has passed the BDT loose τhad-vis identification and BDTmedium electron veto.

and Z → ee Monte Carlo simulations even without any background subtraction, as shown in Figure 11
(left). However, after the application of the jet and the electron discrimination, the purity of electron
events in data is significantly reduced, as shown in Figure 11 (right), and an estimation of the back-
ground events is needed to measure correctly the mis-identification probability. After the background
subtraction, the mis-identification probability is measured in data and compared with that estimated in
Z → ee Monte Carlo simulations. The data/MC correction factors are then extracted from the ratio of
the two probabilities. The main source of systematic uncertainties is the background subtraction and this
is estimated in a conservative way by comparing the data/MC correction factors with and without the
background subtraction and taking the difference as uncertainty. Another source of systematic uncer-
tainty comes from the event selection. The identification requirement and the energy scale of the tagging
electron have been varied and the observed differences in the data/MC correction factors are also taken
as a systematic uncertainty. The measurement has been performed in four pseudorapidity regions, which
are defined using the τhad-vis leading track direction: barrel (|ηtrk| < 1.37), crack (1.37 < |ηtrk | < 1.52),
endcap (1.52 < |ηtrk| < 2.0) and forward endcap (|ηtrk | > 2.0). The estimated data/MC correction factors
are found to be independent of the tightness of the τhad-vis identification applied to the probe τhad-vis and
of the type of electron overlap removal. For this reason only correction factors for different working
points of the electron discrimination are reported in Table 1.

electron BDT veto |ηtrk| < 1.37 1.37 < |ηtrk| < 1.52 1.52 < |ηtrk| < 2.00 |ηtrk| > 2.00
loose 0.96±0.22 0.8±0.3 0.47±0.14 1.7 ±0.4
medium 1.3 ±0.5 - 0.5 ±0.4 2.8 ±1.3

Table 1: The data/MC correction factors for the efficiency of the electron discrimination applied to elec-
trons mis-identified as τhad-vis with pT > 20 GeV. The correction factors are not dependent
on the tightness of the τhad-vis identification or on the type of electron overlap removal. The
quoted uncertainties are the sum in quadrature of statistical and systematic uncertainties. Some
measurements are not available due to lack of sufficient data statistics.
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• Tag e + tau candidates
• Probe the e-veto 

efficiency after 
removing overlap with 
selected electrons.

• Statistically limited by the sample that pass the veto, giving 
uncertainties ≈ 50-100%.

• Improving with the data added in 2012.

from Z→ee tag-and-probe with 2.6/fb from 2011
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Figure 11: Invariant mass of the electron-τhad-vis pair in the selected events. On the left plot, no dis-
crimination is applied on the probe τhad-vis. The right plot shows only those events where the
probe τhad-vis has passed the BDT loose τhad-vis identification and BDTmedium electron veto.

and Z → ee Monte Carlo simulations even without any background subtraction, as shown in Figure 11
(left). However, after the application of the jet and the electron discrimination, the purity of electron
events in data is significantly reduced, as shown in Figure 11 (right), and an estimation of the back-
ground events is needed to measure correctly the mis-identification probability. After the background
subtraction, the mis-identification probability is measured in data and compared with that estimated in
Z → ee Monte Carlo simulations. The data/MC correction factors are then extracted from the ratio of
the two probabilities. The main source of systematic uncertainties is the background subtraction and this
is estimated in a conservative way by comparing the data/MC correction factors with and without the
background subtraction and taking the difference as uncertainty. Another source of systematic uncer-
tainty comes from the event selection. The identification requirement and the energy scale of the tagging
electron have been varied and the observed differences in the data/MC correction factors are also taken
as a systematic uncertainty. The measurement has been performed in four pseudorapidity regions, which
are defined using the τhad-vis leading track direction: barrel (|ηtrk| < 1.37), crack (1.37 < |ηtrk | < 1.52),
endcap (1.52 < |ηtrk| < 2.0) and forward endcap (|ηtrk | > 2.0). The estimated data/MC correction factors
are found to be independent of the tightness of the τhad-vis identification applied to the probe τhad-vis and
of the type of electron overlap removal. For this reason only correction factors for different working
points of the electron discrimination are reported in Table 1.

electron BDT veto |ηtrk| < 1.37 1.37 < |ηtrk| < 1.52 1.52 < |ηtrk| < 2.00 |ηtrk| > 2.00
loose 0.96±0.22 0.8±0.3 0.47±0.14 1.7 ±0.4
medium 1.3 ±0.5 - 0.5 ±0.4 2.8 ±1.3

Table 1: The data/MC correction factors for the efficiency of the electron discrimination applied to elec-
trons mis-identified as τhad-vis with pT > 20 GeV. The correction factors are not dependent
on the tightness of the τhad-vis identification or on the type of electron overlap removal. The
quoted uncertainties are the sum in quadrature of statistical and systematic uncertainties. Some
measurements are not available due to lack of sufficient data statistics.
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Figure 1: Response curves as a function of the reconstructed ⌧h energy at LC scale for one (a) and
multi-prong (b) ⌧ decays for di↵erent ⌘⌧ points. Uncertainties are statistical only.

1.5, while it is less than 10�3 for |⌘⌧reco| > 2.0. This is caused by the non-uniformity of the calorimeters;
clusters reconstructed in poorly instrumented regions of the calorimeters tend to have underestimated
energies. The pseudorapidity of the reconstructed ⌧h is corrected to account for this e↵ect and the final
value of ⌘⌧ is defined as

|⌘⌧| = |⌘⌧reco| � ⌘bias (2)

where ⌘bias is the di↵erence between |⌘⌧reco| and |⌘⌧true|. For |⌘⌧reco| > 2 the bias is negligible and the cor-
rection is set to zero. After this correction, both the reconstructed energy and the transverse momentum
agree with their true values within 1%.

2.3 Pileup Corrections

The energy and pseudorapidity corrections restore the response to unity. However, when the sample is
divided up for di↵erent pile-up conditions the energy response corrections vary from 1 GeV to 4 GeV as
the number of primary vertices increases from 2 to 10. To mitigate this e↵ect, and reduce the uncertainty
on the ⌧h energy scale, a pile-up correction procedure, using Monte Carlo pileup samples, is developed.
The pile-up contribution to the ⌧h energy is estimated using the following formula

Epileup = A(|⌘⌧reco|, np)(NPV � hNPVi) (3)

where NPV is the number of reconstructed primary vertices in a given event and hNPVi is the mean number
of primary vertices in the sample used to derive the calibration constants. The parameter A depends on
|⌘⌧reco| , np, and the pileup corrections introduce an additional dependence of the final tau energy on NPV .
The value of A is found to vary from 0.1 GeV to 0.35 GeV for one-prong ⌧h candidates; for multi-prong
⌧h this is typically 10% larger. The ⌧h energy at the final scale, E⌧, after the pile-up correction, is defined
as

E⌧ =
E⌧LC � Epileup

R(E⌧LC , |⌘⌧reco|, np)
. (4)

The pile-up corrections adjust E⌧LC to the average level of pile-up for which the calibration constants are
derived. They are calculated for the average pile-up in the sample used to derive calibration constants.
However, the non-closure of 1/R shows variations as a function of NPV that can be as large as 6%
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(a) one-prong, |⌘⌧| < 0.3
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(b) multi-prong, |⌘⌧| < 0.3
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(c) one-prong, 0.3 < |⌘⌧| < 0.8
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(d) multi-prong, 0.3 < |⌘⌧| < 0.8
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(e) one-prong, 0.8 < |⌘⌧| < 1.3
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(f) multi-prong, 0.8 < |⌘⌧| < 1.3
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(g) one-prong, 1.3 < |⌘⌧| < 1.6
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(h) multi-prong, 1.3 < |⌘⌧| < 1.6
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(i) one-prong, 1.6 < |⌘⌧| < 2.5
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Figure 9: TES uncertainty for one and multi-prong decays. The individual contributions are shown as
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• Tau candidates are first brought from the EM to the Jet Energy 
Scale with LC calibration of the clusters within ∆R < 0.2 (from 
0.4 to be pile-up robust).

• Then response functions are calibrated with tau Monte Carlo to 
make final corrections of a few percent.

• Uncertainties are determined by smearing the Monte Carlo truth 
according the tau decays true composition, using uncertainties 
constrained by single particle response measurements (CTB, E/
p, Z→ee/π0-resp.)

Response functions Scale uncertainties

≈3%
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Figure 10: Templates for |⌘⌧| < 0.8 and 0.8 < |⌘⌧| < 2.5 for values for ↵ of -10% (left plots), +10% (right
plots) and the best match with the data (middle plots).

respect to statistical fluctuations than other methods. Figure 10 shows a selection of the templates, with
data superimposed, for the two ⌘⌧ regions considered. Table 3 shows the value of ↵ obtained for these
|⌘⌧| regions. Here ↵ can be interpreted as the percentage scale to be applied to the TES such that the
simulation matches the data. The di↵erence in the ↵ values extracted in |⌘⌧| < 0.8 and 0.8 < |⌘⌧| < 2.5 is
found to be 3.0%.

↵ values
|⌘⌧| < 0.8 -1.5%
0.8 < |⌘⌧| < 2.5 1.5%

Table 3: ↵ values for the data visible mass distributions for the di↵erent ⌧h ⌘ regions.

The following procedure is employed to evaluate the e↵ect of the statistical uncertainty in the data
sample on the derivation of ↵. For each ⌘⌧ region, each bin of the observed visible mass distribution is
varied within statistical error; then, the new distribution is re-matched to the templates. This is repeated
in 1000 toy experiments, leading to a distribution of matched ↵ values. The statistical uncertainties,
computed as standard deviations of the distributions of preferred templates, are 0.9% for |⌘⌧| < 0.8 and
0.7% for 0.8 < |⌘⌧| < 2.5. The uncertainty due to the limited statistics in the simulated distributions used
to generate the template is evaluated in a similar way and found to be 1.0% for |⌘⌧| < 0.8 and 0.7% for
0.8 < |⌘⌧| < 2.5.

4.4 Systematic Uncertainties

There are four main contributions to the systematic uncertainty on this method. They are the uncertainties
on the scale factors for the identification e�ciency of ⌧ leptons and muons, the muon energy resolution,
the uncertainty on the embedding procedure and uncertainty in the pileup simulation. Each of these
uncertainties is evaluated by generating new templates that are systematically varied.

The systematic uncertainty on the measured ⌧ identification scale factors is ± 4% for P⌧T > 22 GeV
and ± 8% for 20 GeV < P⌧T < 22 GeV. Muon identification and energy resolution scale factors are each
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• Tau energy scale is
manually shifted in the modeling.

• Median of the visible mass
peak is used to decide which
scale matches the data.

• Toy experiments are used
to estimate the uncertainty.

• Scale consistent with 1 within 
single-particle-response 
uncertainties ≈ 3%.

• May become primary method 
with more data. 

scale shifted -10%
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Figure 10: Templates for |⌘⌧| < 0.8 and 0.8 < |⌘⌧| < 2.5 for values for ↵ of -10% (left plots), +10% (right
plots) and the best match with the data (middle plots).

respect to statistical fluctuations than other methods. Figure 10 shows a selection of the templates, with
data superimposed, for the two ⌘⌧ regions considered. Table 3 shows the value of ↵ obtained for these
|⌘⌧| regions. Here ↵ can be interpreted as the percentage scale to be applied to the TES such that the
simulation matches the data. The di↵erence in the ↵ values extracted in |⌘⌧| < 0.8 and 0.8 < |⌘⌧| < 2.5 is
found to be 3.0%.

↵ values
|⌘⌧| < 0.8 -1.5%
0.8 < |⌘⌧| < 2.5 1.5%

Table 3: ↵ values for the data visible mass distributions for the di↵erent ⌧h ⌘ regions.

The following procedure is employed to evaluate the e↵ect of the statistical uncertainty in the data
sample on the derivation of ↵. For each ⌘⌧ region, each bin of the observed visible mass distribution is
varied within statistical error; then, the new distribution is re-matched to the templates. This is repeated
in 1000 toy experiments, leading to a distribution of matched ↵ values. The statistical uncertainties,
computed as standard deviations of the distributions of preferred templates, are 0.9% for |⌘⌧| < 0.8 and
0.7% for 0.8 < |⌘⌧| < 2.5. The uncertainty due to the limited statistics in the simulated distributions used
to generate the template is evaluated in a similar way and found to be 1.0% for |⌘⌧| < 0.8 and 0.7% for
0.8 < |⌘⌧| < 2.5.

4.4 Systematic Uncertainties

There are four main contributions to the systematic uncertainty on this method. They are the uncertainties
on the scale factors for the identification e�ciency of ⌧ leptons and muons, the muon energy resolution,
the uncertainty on the embedding procedure and uncertainty in the pileup simulation. Each of these
uncertainties is evaluated by generating new templates that are systematically varied.

The systematic uncertainty on the measured ⌧ identification scale factors is ± 4% for P⌧T > 22 GeV
and ± 8% for 20 GeV < P⌧T < 22 GeV. Muon identification and energy resolution scale factors are each
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best fit +1.5%
|η| best scale uncert.
0.0-0.8 -1.5% 3.3%
0.8-2.5 +1.5% 2.8%
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• 𝛹(r) = fraction of jet
energy within ∆R < r.

• Quark jets are more 
narrow than gluon jets
of the same energy.

• Tau identification prefers
narrow candidates.

• This is consistent with samples of quark-enriched 
jets, like W+jet, having higher fake-rates.

Why do quarks and gluons have different tau fake- 2

was that b-jets were more similar to gluon jets than to
light-quark jets [7, 8]: due to the longer decay chain of
B-hadrons, the number of particles and angular spread
is larger for a b-jet than a light-quark jet. The similarity
of b-jets to gluon jets should be lessened in the LHC’s
higher pT jets because the QCD shower produces more
particles, whereas the particle multiplicity is relatively
fixed in the B-hadron decay. There are already sophis-
ticated and very detector-specific methods for b-tagging.
Current b-taggers rely mostly on impact parameters or
a secondary vertex, so they are independent of the ob-
servables we consider. Therefore, we restrict our study
to discriminating light quarks (uds) from gluons.

The accumulated knowledge from decades of experi-
ments and perturbative QCD calculations have been in-
corporated into Monte Carlo event generators, in par-
ticular Pythia [9] and Herwig [10]. These programs also
include sophisticated hadronization and underlying event
models which have also been tuned to data. Small dif-
ferences still exist between these tools (and between the
tools and data), but they provide an excellent starting
point to characterize which observables might be useful in
gluon-tagging. The approach to gluon-tagging discussed
here is to find observables which appear promising and
then can be measured and calibrated on samples of mixed
or pure quark or gluon jets at the LHC [3].

To understand the structure of a jet, it is important to
distinguish observables which average over all events from
observables which are useful on an event-by-event basis.
One example of an averaged observable is the classic inte-
grated jet shape, Ψ(r), which has already been measured
at the LHC [11]. This jet shape is defined as the frac-
tion of a jet’s pT within a cone of radius r. Tradition-
ally, jet shapes are presented as an average over all jets
in a particular pT or η range. For any r, the averaged
jet shape becomes a single number, which is generally
larger for quarks than for gluons because a greater frac-
tion of a typical quark jet’s pT is at the center of the
jet. On traditional jet shape plots, error bars for each r
are proportional to the standard deviation of the under-
lying distribution, but that distribution is not a narrow
Gaussian around the average. For example, the event-by-
event distributions for Ψ(r = 0.1) are shown in Figure 1
for quarks and gluons. Jet shapes averaged over these
distributions throw out useful information about the lo-
cation and pT ’s of particles within the jet, along with
their correlations. For event-by-event discrimination, it
is crucial to have distributions, whereas most public data
only describes averages. In this study we consider Ψ(r)
and many other variables to see which are best suited to
quark/gluon tagging.

To generate samples of quark and gluon jets we con-
sidered samples of dijet events and γ+jet events. These
were generated with madgraph v4.4.26 [12] and show-
ered through both pythia v8.140 [9] and herwig++

FIG. 1: Data on the integrated jet shape Ψ(r) is usually
published only when averaged over all events. Here we show
the distribution of Ψ(0.1), for quarks (blue, solid) and gluons
(red, hollow). The event-by-event distributions of Ψ(r) and
other observables are much more important for gluon tagging
than average values.

v2.4.2 [10] with the default tunes. Jets, reconstructed
using fastjet v2.4.2 [13], were required to have |η| < 1.

We needed to isolate samples of quark and gluon jets
with the similar jet pT ’s. Unfortunately, we cannot get
similar jet pT ’s by having similar pT ’s at the hard parton
level, since the showering changes the pT significantly,
and differently for quarks and gluons. This is an unphys-
ical difference, since the parton pT is set artificially, and
we have to avoid our tagger picking up on it. The solution
we chose was to generate and shower a wide spectrum of
dijet and γ+jet events, and require the resulting Anti-kT
R=0.5 jets to lie within 10% of the central value for each
of six pT windows, centered around 50, 100, 200, 400, 800,
and 1600GeV. (The underlying hard partons spanned a
range from half to twice the central value.) The pT spec-
trum within each window matches the falling spectrum of
the underlying dijet or γ+jet samples, which are nearly
identical for quarks and gluons in narrow windows cho-
sen. When the entire event is reclustered with a different
jet size, as was done when examining how the observables
change with R, the resulting jet pT no longer necessarily
lies within the narrow ±10% window. In fact, how the
jet pT changes with R forms a quark/gluon discriminant
similar to integrated jet shape.

With each sample of similar-pT jets, there are two main
types of observables useful in separating quarks from glu-
ons: discrete ones, which try to distinguish individual
particles/tracks/subjets, and continuous ones that can
treat the energy or pT within the jet as a smooth func-
tion of (δη, δφ) away from the jet axis in order to form
combinations like geometric moments.

The discrete category includes the number of distin-
guishable tracks, small subjets, or reconstructed parti-

http://arxiv.org/find/hep-ph/1/au:+Gallicchio_J/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Gallicchio_J/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Schwartz_M/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Schwartz_M/0/1/0/all/0/1
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G Comparison of jet fake-rates for tau ID1142
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Figure 27: Caption

G.3 γ + jet1145

How does the quark/gluon fraction vary among 

• The charge of the quark should correlate with the 
reconstructed charge of the tau candidate, therefore 
(a) and (b) preferably produce opposite sign W+jet 
events.

• OS and SS will have different quark/gluon fractions.

Leading order W+jet production:
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Figure 2: Fraction of X+1jet events where the jet is uds quark (bottom and blue in each plot) as
compared to gluon (top and red). The horizontal axis is a pT cut on the jet, which in these events
translates into an identical pT cut on the other object.
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Fake factors more quark-like at very high-pT
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7. Fitting Model

Several sources of background were considered: W+Jets, Z→mm, QCD m enriched 
(each event contains a muon) and one source of signal: Z→tt. 

Monte Carlo simulations were used to determine the lineshapes of the different 
processes in each region. Only the shape of QCD in C1 regions was taken from 
data.

Distributions of m + t visible mass (in regions C1p, C1f) and of the transverse 
mass of m + MET (in regions A, B, C2, D), were computed for each source and 
the data.

Each region was then fitted using the MC shapes as template, constraining the 
normalizations to be consistent among all regions (ABCD method).

Efficiency is then computed as:

9. Results
The measured tau identification efficiency was found to be in agreement with 
the Monte Carlo predictions.

Including statistical and systematic uncertainties, the precision of the 
measurement is 6%.

 / GeV
!µ

visM

20 40 60 80 100 120 140 160 180 200
0

1000

2000

3000

4000

5000
Data

-! +! " 
*
#Z/

QCD
EWK Bgr.

 + jetstt

CMS Preliminary 2011
-1 = 7 TeV, L = 879.6 pbs

Tau Identification at CMS
Mauro Verzetti - University of Zurich

Winterthurerstr. 190 -8057 Zurich
 on behalf of the CMS Collaboration

1. Tau lepton and its decay

The tau is the heaviest (known) lepton with a mass of 1.78 GeV. Its decay is 
electroweak (thus involving neutrinos) with a ct of 87 mm.

Tau decays into other leptons about 17% of the 
times, while the rest of the decays is hadronic (in 
future called th), mainly involving p’s.

Hadronic tau decays are usually divided according 
to the number of charged particles that they involve 
(one or three). Due to the low number of decay 
products and the large boost of taus at LHC, tau jets 
can be identified exploiting low detector activity around decay products ( aka 

isolation)

6. Event selection

All the events are required to satisfy the following requirements:

•pT
jet > 20 GeV, |h| < 2.3

•Jet leading track pT > 5 GeV

•Loose isolation for muon and Jet candidates

Events are then divided into 
four different regions according 
to the muon isolation, the sign 
of muon and leading track of 
the jet. The signal region is then 
additionally purified requiring 
that the transverse mass of the 
muon plus the MET is less than 
40 GeV (MT in the cartoon), 
increasing the number of 
regions to five.

Finally the Tau ID is applied 
dividing the region in passed 
and failed.

2. Particle Flow

Particle Flow [1] is an algorithm that gives a complete description of the event. 

Linking all the signals coming from 
different subdetectors and the 
output of the reconstruction 
algorithm of CMS, Particle Flow 
produces a list of particle candidate 
(e, m, g, neutral and charged 
hadrons) that look very similar to a 
simulation for the end user.

Hadronic tau identification is built 
inside this framework in order to exploit the best knowledge of the event 

available.

8. Systematics

Sources of systematic uncertainties are:

•Hadron track reconstruction efficiency (3.9%)

•Uncertainty on the correction factor due to contamination of jets faking 
taus in the Z→tt Monte Carlo template (1.2%)

•Uncertainty on the preselection cut efficiencies (1.6% for leading track, 
2.1-1.5% for loose isolation of the jet)
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3. Hadron Plus Strip

The main algorithm to reconstruct taus at CMS 
is Hadron Plus Strip (HPS) [2].

Starting from a jet the algorithm initially 
clusters the ECAL clusters opening a strip in w. 
This way it is possible to recover the energy of 
photons that convert in the detector. 
Reconstructed photons are then used to build 
p0 candidates.

The hadron and photon candidates inside the 
jet are then combined to form a candidate t 
decay, requiring also that the system is 
compatible with a r or a1 hypothesis. 

The most 
isolated combination is then chosen as tau 
candidate for that jet.

Isolation is computed looking at the 
remaining candidates inside the jet and 
either counting the number of those which 
are over a certain pt threshold or simply 
summing their pt. Three different working 

points are provided with different 

isolation requirements.

A final cross cleaning step against muons and 
electrons is also applied.

5. Measuring tau identification efficiency

The aim of this analysis is to measure the algorithm 
efficiency from data in the most unbiased way.

Three methods are used:

•Ratio of Z→tt over Z→mm yield

•Measuring Z→tt→m(e)+Jet and Z→tt→m+m(e)

•Tag and probe method (presented in this poster)

Tag and probe is the only one providing a measurement 
even for analyses searching for tt excess in the Z peak 
region (like Higgs searches [3]).
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4. Fake rates

The rate of jets faking hadronic tau decays has 
been measured in samples of QCD and W+jets 
events.

The plot on the right shows the fake-rates 
measured in CMS data recorded in 2010 for 
Loose, Medium and Tight working-points of the 
HPS algorithm (red), compared to alternative 
CMS tau identification algorithms (black, blue).

On the x-axis efficiencies predicted by the Monte 
Carlo simulation are shown.
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C1p Z→ττ

Nfit
C1p Z→ττ +Nfit

C1f Z→ττ

ATLAS

CMS

• τh reco seeded by calorimeter jets
• associate tracks in ∆R < 0.2, select 1 

or 3
• combine calorimeter and tracking 

information in a BDT or likelihood 
discriminant, preferring narrow 
clustering, hadronic activity

[ATLAS-CONF-2011-152, CMS PAS TAU-11-001]

• particle-flow reconstructs constituent 4-
vectors

• τh reco seeded by particle-flow hadrons
• Hadron Plus Strip (HPS) algorithm for 

counting π0s
• isolation cone for rejecting QCD jets

• Hadronic decays dominantly to 1 or 
3 π± and possibly a few additional 
π0s

• Decay in beam-pipe: cτ ≈ 87 µm


